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Abstract—We present the conceptual formulation, design, fab-
rication, control, and commercial translation of an Internet of
Things (IoT)-enabled social robot as mapped through validation
of human emotional response to its affective interactions. The
robot design centers on a humanoid hybrid face that integrates
a rigid faceplate with a digital display to simplify conveyance
of complex facial movements while providing the impression of
3-D depth. We map the emotions of the robot to specific facial
feature parameters, characterize recognisability of archetypical
facial expressions, and introduce pupil dilation as an additional
degree of freedom for emotion conveyance. Human interaction
experiments demonstrate the ability to effectively convey emotion
from the hybrid-robot face to humans. Conveyance is quantified
by studying neurophysiological electroencephalography (EEG)
response to perceived emotional information as well as through
qualitative interviews. The results demonstrate core hybrid-face
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robotic expressions can be discriminated by humans (80%+
recognition) and invoke face-sensitive neurophysiological event-
related potentials, such as N170 and vertex positive potentials in
EEG. The hybrid-face robot concept has been modified, imple-
mented, and released in the commercial IoT robotic platform
Miko (“My Companion”), an affective robot currently in use
for human–robot interaction with children. We demonstrate that
human EEG responses to Miko emotions are comparative to
that of the hybrid-face robot validating design modifications
implemented for large-scale distribution. Finally, interviews show
above 90% expression recognition rates in our commercial robot.
We conclude that simplified hybrid-face abstraction conveys
emotions effectively and enhances human–robot interaction.

Index Terms—Affective robot, brain–robot interface, emo-
tional response, event-related potential (ERP), facial expression,
human–robot interaction.

I. INTRODUCTION

AFFECTIVE social robots are gaining increasing interest
in research and social applications. However, achieving

smooth human–robot interaction still has significant challenges
such as making robots trustworthy through the incorpora-
tion of emotional compatibility in their interactions [1]–[4].
Humanoid social robots provide means to investigate social
cognition, engage with, and support human mental health.
Humans respond better to robots that behave empatheti-
cally toward them, by recognizing emotion and responding
accordingly [5]–[11]. The fundamental work by Brazeal and
Ishiguro [4], [12]–[14] grounded this field of affective human–
robot communication (see [7], [8], [15], [16] for recent
surveys). Industry translation of social robots has also begun in
service and hospitality sectors, though challenges in reliabil-
ity and acceptance by humans remain unresolved [17]. In this
study, we develop a practical approach to design simplified
affective robots to convey emotions effectively.

For a successful natural human–robot collaboration, social
robots must adopt a multimodal approach with capability to
show facial expressions, speech, gestures, access online knowl-
edge, understand context and intent, be aware of surroundings,
and adapt their behavior accordingly. This can be achieved by
connecting social robots to the Internet of Things (IoT) and
cloud services to enhance their social and emotional capa-
bilities [18]–[20] while improving security [21]. IoT-based
social robots have been proposed for use in education [22],
special needs [23], in healthcare for cognitive therapy [24],
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and assistive and care services [19], [21], [25], all of which
require an emotional connection, empathy, and trust with users.
There has been relatively less research on embedding sensory
information from IoT to develop interactive social robots for
detecting and responding to emotions using facial expressions.

Ekman [26] proposed that all human expressions can be
represented by a combination of six basic universal expressions:
1) happy; 2) sad; 3) angry; 4) afraid; 5) surprise; and 6) disgust,
according to the facial action coding system (FACS) [27]. Thus,
emotions can be characterized by using continuous scales or
by a 3-D “affect space” with arousal, valence, and stance axes,
building upon which we propose two emotion representation
models in this study. Facial configuration is also important for
emotion recognition. The design of social robots must avoid
the “uncanny valley” [28] causing negative emotional response
in humans if robots appear eerily human like.

The development and maintenance of fully actuated expres-
sive robotic faces require complex mechatronic design and
control [29], which despite many successful applications are
a limiting factor for widespread adoption and commercial use.
Fully actuated robot faces are less flexible to adapt new expres-
sions or to make them culturally sensitive [30] as they have
fixed limited Degrees of Freedom (DoF) to convey expres-
sions. Integrating features such as pupil dilation, which are
integral for human-like emotive conveyance in actuated robot
faces, is challenging [31]. This has motivated a significant
research, including our own work, aimed at simplification of
emotive robot faces for cost and ease of use (e.g., [32]–[35]).

Finally, while human–robot affective communication is
a maturing field, the empirical assessment of human–robot
affective interactions has not been fully addressed. Recent
investigations using FACS [34] show potential for empirical
assessment; however, there is a paucity of research in assessing
conscious and subconscious human emotional response to the
robot’s facial expressions as compared to affective interaction
with virtual avatars [15]. The direct analysis of human phys-
iological response to robot expressions using brain imaging
(e.g., [35]) or electroencephalography (EEG) has a significant
potential to quantitatively asses human–robot interactions and
engagement.

Processing emotions and facial expressions involves several
task-specific neuron sources [36] from different parts of the
brain [37], especially from the right hemisphere [38], [39].
A common method of assessing neurophysiological response
in EEG is by studying event-related potentials (ERPs), which
are positive or negative voltage deflections time locked to stim-
ulus onset [40]. N170 and vertex positive potentials (VPPs) are
well-documented face-sensitive ERP components [41]–[43]
that are evoked preferentially, but not exclusively in response
to faces [43], [44]. N170 is a negative potential observed in the
occipito-temporal region, while VPP is a corresponding pos-
itive potential observed simultaneously in the central region,
with latency of around 170 ms in response to visual face stimu-
lus [45]. N170 and VPP are two corresponding manifestations
of the same brain processes, occurring at same time, and show-
ing identical functional properties [45]. N170 is observed in
face-sensitive structural encoding stage occurring before the
recognition of face and is unaffected by emotional content

within expressions [39], [46]; however, some studies have
shown modulations in N170 by emotional faces [47], [48].
Hence, we present ERP study of N170 and VPP for empirical
quantification of human visual response to a robot’s face [49].

We thus identify the following gaps in the research of
affective social robots and their interaction with humans and
requirements for commercial translation of social robots.

1) The demand for social robots for daily use necessitates
practical approaches to the design of affective plat-
forms that may function in uncontrolled environments.
Conveyance of emotive expression through canonical
abstraction of robotic facial features can balance mean-
ingful human–robot interaction with robustness, utility,
and computational cost [50], [51].

2) Fully actuated robotic faces are less viable for con-
sumer use due to challenges and expense in fabrica-
tion, maintenance, and adaptability. Robot faces using
high-resolution realistic digital graphics are robust and
flexible, yet complex to program, require higher compu-
tational power, and can be off-putting. There is a need
to create pragmatic models for social robots that can
be realistically translated for widespread use whilst
preserving aspects of actuated robot faces (e.g., 3-D
features) combined with flexibility and adaptability of
simple digital graphics [30].

3) Social robots with the capacity to incorporate cog-
nitive, affective, and speech demands robotic inte-
gration into IoT platforms for contextual awareness.
This enables adaptive interaction and advanced func-
tionality through communication with smart environ-
ments [18]–[20]. Social robots need pervasive connec-
tion to cloud databases and other smart objects to adjust
behavior to human beings [52]. Establishing this is
critical for consumer use in the home.

4) Pupil dilation is vital in human affective communica-
tion and, despite potential to enhance robot emotions
[31], [53], yet remains largely unexplored in digital robots.

5) Literature lacks quantitative methods to empirically
assess human–robot affective interaction. The quantifica-
tion of neurophysiological response of humans to robotic
emotions also remains underexplored.

6) There is paucity of research studies to draw from illus-
trating the complete life cycle from conceptualization,
robot design, human testing, and translation to consumer
deployment.

In this study, we introduce a complete hybrid-face affective
robotic system to convey human-like facial emotions with-
out the complexity of full facial actuation and demonstrate its
translation to commercial IoT robot (“Miko”—my companion)
that is in use today for affective robot interaction with children.
This provides a basis for the larger goal of developing mechan-
ically simple platforms for human–robot engagement as well
as a method to quantify, physiologically, human response to
affective robots. The aims of this study are as follows.

1) Develop a practical method to design a simpli-
fied hybrid-face affective robot capable of emotive
conveyance and propose affect space representations for
emotions.
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2) Empirically validate human–robot affective interaction
with our platform using behavioral (conscious) response
and neurophysiological ERP N170/VPP (subconscious)
response.

3) Implement these methods to develop, validate, and trans-
late the hybrid-face robot concept from research plat-
form to a mass-market IoT social robot (“Miko”). Using
these findings, deploy the platform for widespread use.

4) Validate behavioral and neurophysiological responses to
the mass market Miko platform through demonstration
of parallel human responses to the research platform;
illustrate the efficacy of the hybrid-face robot con-
cept and its modifications for widespread accessibility,
answering: How effective are these robots in conveying
emotions?

II. HYBRID-FACE AFFECTIVE ROBOT

A. Design of Hybrid-Face Affective Robot

The hybrid-face robot shown in Fig. 1(a) combines a digi-
tal face with a static 3-D printed human visage-like structure
[Fig. 1(b)]. It is designed to provide the flexibility of a digital
countenance with some of the benefits of a fully actuated face.

The hybrid-face robot consists of eyebrows, eyelids, eye-
balls, and mouth, with a total of thirteen DoF [Fig. 1(d)]. These
13 values characterize the facial expression at any given time.
The hybrid face was programmed in the OpenGL environment
and rendered using Face3-D.

We propose two types of affect space representations to gen-
erate emotions for the hybrid-face robot—categorical affect
space and 3-D affect space, described below. We also added
eye blinks, subtle twitching, and constant motion of eyes to
make the hybrid-face robot more dynamic, expressive, realis-
tic, and likeable. Further details of the hybrid-face robot affect
space design summarized below are given in our previous
work [51].

1) Categorical Affect Space Emotion Representation: The
categorical affect space represents the robot’s facial expres-
sion by a linear combination of its basis expressions. Our
set of basis expressions, extended from Breazeal’s work [54],
consists of happy, sad, angry, afraid, surprise, tired, stern,
and disgust (B = {−→b 1,

−→
b 2, . . . ,

−→
b n}), each of which is

a vector containing 13 values corresponding to 13 DoF of
a hybrid-face.

An expression −→e , is created by a weighted linear com-
bination of variances of different expressions from neutral
expression (

−→
b i − −→

b N) added to the neutral expression
−→
b N

−→e =
(

n∑
i=1

(−→
b i − −→

b N

) −→w i

)
+ −→

b N

where n is a number of basis expressions, and the weight
vector with a weight corresponding to each basis expression is−→w = [w1, w2, . . . , wn], wi ε [0, 1]. Fitzpatrick et al. [55] and
Bruce et al. [56] have shown that such emotions can be used in
sophisticated human–robot interactions. The categorical affect
space model is generalizable to accommodate any number of
basis expressions, although we use eight basis expressions in
this study.

Fig. 1. Hybrid-facer robot and its facial expressions. (a) Hybrid-face robot
with a faceplate and digital display. (b) 3-D printed faceplate. (c) Facial
expressions of the hybrid-face robot. (d) Hybrid-face robot’s 13 DoF: left
and right eyebrow angle Bal and Bar; left and right eyebrow vertical height
Bhl and Bhr; left and right eyelid openness Ll and Lr; eye pitch and yaw Ep
and Ey; pupil size P; mouth corner vertical height Mh; mouth width Mw; top
lip openness Mt; and bottom lip openness Mb for emotion depiction.

2) 3-D Affect Space Emotion Representation: We
developed a 3-D affect space for the hybrid-face robot inspired
by Breazeal [54]. Unlike typical 2-D affect space with arousal
and valence axes [57], [58], we use three dimensions with
arousal, valance, and stance axes (Fig. 2), capable of captur-
ing the vast majority of facial expressions [57], [59]. This 3-D
affect space model is based on six basis expressions unlike
categorical model which can use any number of basis expres-
sions. The three axes are characterised by six basis expressions
B = {−→b happy,

−→
b sad,

−→
b surprise,

−→
b tired,

−→
b angry,

−→
b afraid}, with

pairs of opposite expressions on each end of axis: valence
axis with happy and sad, arousal axis with surprise and tired,
and stance axis with angry and afraid. Each expression is
a linear combination of three basis expressions, one on each
of the axes.

The representation of an expression −→e at a location −→x =
[α β ã]T , α, β, γ ε [−1, +1] in the 3-D affect space is
given by the linear combination of variances of basis expres-
sions along three axes from neutral expression (

−→
b i − −→

b N)



WAIRAGKAR et al.: EMOTIVE RESPONSE TO HYBRID-FACE ROBOT AND TRANSLATION TO CONSUMER SOCIAL ROBOTS 3177

Fig. 2. Three-dimensional affect space represented by axes of arousal (high
or low), valence (positive or negative), and stance (open or closed).

as follows:

−→e = max(α, 0)
(−→

b happy − −→
b N

)
+ max(−α, 0)

(−→
b sad − −→

b N

)
+ max(β, 0)

(−→
b surprise − −→

b N

)
+ max(−β, 0)

(−→
b tired − −→

b N

)
+ max(γ, 0)

(−→
b angry − −→

b N

)
+ max(−γ, 0)

(−→
b afraid − −→

b N

)
+ −→

b N

where the maximum function max negates the contribution
of a basis expression if −→x is closer to its opposite basis
expression.

Our implementation draws from Breazeal’s choice of stance
to alleviate discrimination by separating fear from anger, giv-
ing both a slightly negative valence and high arousal. We chose
to simplify the model by characterizing stance axis by anger
(in the positive direction) and fear (in the negative direction)
to reduce the set of bases for affect space and decrease com-
putational expense. Also, expressions cannot show anger and
fear at the same time; hence, we gave both a role of basis
expressions. Open and closed/stern stances can be expressed
by a combination of arousal, valence, and stance, when stance
is characterized by the fear and anger expressions. Given the
eventual goal of translation, some modifications were based
on subjective assessment of expected use and ability to run on
simple platforms in conjunction with embedded systems.

B. Participants

To assess conscious and subconscious responses to the
hybrid-face robot, we performed tests with 19 healthy par-
ticipants (22–58 years, 9 female, and 10 male). This group of
participants was selected from a wide age range and diverse
professions to better resemble the population that social robots
would have to engage with. All 19 participants participated in
behavioral response experiments out of which 12 also took
part in neurophysiological experiments. Ethical approval for
the study was obtained from the University of Bristol Ethics
Committee and all participants gave informed written consent.

C. Behavioral Response to Hybrid-Face Robot

1) Emotion Recognition Experiment: A forced-choice
expression recognition task [12], [60], [61] was conducted
for qualitative assessment of recognition of the hybrid-face
robot emotions. Participants were seated in front of a hybrid-
face robot and shown different robot expressions (happy, sad,
angry, afraid, surprise, tired, stern, and disgust) in a random
order. Each expression was displayed on the hybrid-face robot
for 4 s each after which participants were asked to select the
best matching emotion from a provided list of above eight
emotions. Several instances of each expression were repeated
with different combinations of static expression, expression
with realism features (blinks and twitches), and expres-
sion with animation that smoothly transitioned from neutral
expression.

2) Pupil Dilation Experiment: Pupil dilation occurs in
humans in response to different emotional states [62],
increased attention and engagement [63], and faces with
dilated pupils that are also perceived as more attractive [64].
Hence, in this experiment, we wanted to assess whether
including pupil dilation in the robot face can depict different
emotional states more effectively. We aimed to quantify correct
empirical values of pupil dilation that match different robot
expressions better. Identifying correct pupil dilation values that
humans may innately associate with a “universal standard” for
different expressions could improve emotion recognition rates
for robot emotions.

Participants were seated 1 m away from the robot. Each of
the eight robot facial expressions was shown with a minimal
pupil dilation size of 10-mm diameter that increased gradu-
ally to a maximum size of 40-mm diameter at the rate of
0.6 mm/s, on a white sclera of 85 mm diameter surround-
ing a blue iris with a 45-mm diameter. During these gradual
transitions of pupil dilation from minimum to maximum for
each expression, participants were asked to report three pupil
dilation values: 1) when they felt that the pupil dilation began
to suit the face (this was recorded as the minimum value);
2) when the pupil dilation matches the presented expression
(this was recorded as the target value); and 3) when pupil
dilation begins to mismatch with the facial expression (this
was recorded as the maximum value of pupil dilation). The
minimum, maximum, and target pupil dilation values for each
robot expression as subjectively reported by participants were
then compared.

D. Neurophysiological Response to Hybrid-Face Robot

Drawing from physiological studies on the quantification
of neural response to face stimulus, EEG experiments were
conducted to study the subconscious response of humans
to robot affective faces. The purpose was to investigate
if robotic emotion conveyance could evoke predominantly
face-sensitive N170/VPP ERP neurological response. To val-
idate our ERP experimental paradigm and provide a base-
line with N170 response evoked by human faces, we con-
ducted a prepilot with a subset of three participants (see
Appendix A). Participants were shown pictures of human faces
from Japanese Female Facial Expression database [65] with
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Fig. 3. EEG experiment setup with the participant seated in front of hybrid-
face robot and monitor.

different standardized emotions as per FACS on a monitor
and EEG was recorded.

1) Experimental Design: Participants seated 1 m away from
a monitor and hybrid-face robot (Fig. 3) were naïve to the
research question and were asked to simply observe robot
expressions. Neurophysiological response to structured robot
facial expressions shown in Fig. 1(c) and the effect of faceplate
on robot emotion presentation with context (on hybrid-face
robot with 3-D faceplate) or without context (same digital
robot face on monitor without 3-D faceplate) was studied.
Eight basic robot expressions along with neutral expression
presented on monitor and hybrid-face robot were generated
using categorical affect space emotion representation described
in Section II-A1. For the experiment with the digital robot face
on a monitor, a fixation cross was presented for a random dura-
tion around 2 s followed by a robot emotion in random order
for 1 s. A blank screen was displayed for 1 s between tri-
als. The experiment with hybrid-face robot followed the same
structure, and only the robot emotion was presented on the
hybrid-face robot, which provided additional configurational
information such as 3-D facial structure with ears, cheeks,
and nose. 25 EEG trials were recorded for each emotion for
robot and monitor conditions.

2) EEG Recording: EEG was recorded using a 16 chan-
nel 24 bit g.tec USBAmp (g.tech medical engineering,
Schiedlberg, Austria), sampled at 256 Hz with online
bandpass-filtering between 0.1 and 30 Hz. Electrodes were
placed at Fp1, Fpz, Fp2, F3, Fz, and F4 (frontal), C3, Cz,
and C4 (central), T7 and T8 (temporal), P7, P3, Pz, P4 and
P8 (parietal), and Oz (occipital) locations according to the
10-20 international system with reference at left ear lobe and
ground at Fpz. Electrode impedance was kept below 20 k�.

3) ERP Analysis: EEG recorded while user was shown
different robotic expressions on hybrid-face robot and on
monitor was first filtered between 0.1 and 20 Hz using a zero-
phase shift digital low pass filter. Artefacts were removed by
rejecting EEG trials with amplitude greater than ±70 μV on
channels Fp1 and Fp2 and by visual inspection. The arte-
facts removed EEG was segmented into epochs of −100 to
400 ms after the stimulus onset (display of robotic expression).
The grand average ERP was extracted by averaging these

TABLE I
CONFUSION MATRIX OF OVERALL EMOTION RECOGNITION

ACCURACIES (%) FOR HYBRID-FACE ROBOT

TABLE II
EMOTION RECOGNITION ACCURACIES (%) FOR HYBRID-FACE ROBOT IN

STATIC, ANIMATION, (TRANSITIONING FROM NEUTRAL EXPRESSION)
AND REALISM (BLINKS AND TWITCHES) CONDITIONS

time locked trials across subjects and each robotic expres-
sion forms the two sources hybrid-face robot and monitor. We
characterized the latency of N170 ERP component by averag-
ing percentiles from minimum amplitude within 130–190 ms
poststimulus time window.

E. Results of Hybrid-Face Robot Experiments

1) Behavioral Response to the Hybrid-Face Robot: Table I
shows the confusion matrix of average emotion recognition
accuracies from forced-choice experiments under all con-
ditions (static, realism, animation, and their combination).
Happy, sad, and surprise expressions had the highest recog-
nition accuracies. However, stern was confused with tired and
angry, angry was confused with stern, afraid was confused
with sad, and disgust was confused with surprise, possibly
due to the similarity between the expression features. Poor
identification of emotion disgust is well noted in [24]–[26];
however, we observed lowest accuracies for afraid and stern
with the hybrid-face robot.

Table II shows correct emotion recognition percentages
under animation implemented by showing smooth transition
to the target expression from neutral expression over 2 s,
realism with blinks and twitches and static conditions. Even
though most participants mentioned they preferred the anima-
tion showing transition of emotion from neutral expression,
there was decrease in recognition rates for angry, afraid, tired,
and disgusted. This is also in contrast with the literature that
states animating facial expressions through transition stages
should increase success rate of recognition [66]. This decrease
in recognition could be due to unnatural speed of animations
highlighted in some studies that can lead to uncanny valley
effect [28], [67]. Further study is necessary in this arena.
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Fig. 4. Pupil dilation results. (a) Grand-average results for pupil dilation
expectations to match emotion for three interest points: minimum, target, and
maximum presented as percentage of the total iris size. (b) Grand-average
results for pupil dilation to match emotion for three interest points illustrated
on the image of iris for comparison.

2) Effect of Pupil Dilation on Emotion Recognition: The
results for pupil dilation experiment, recorded as the percent-
age of iris diameter, are presented in Fig. 4(a). The pupil
dilation for a given expression was recorded for three interest
points: 1) minimum; 2) target; and 3) maximum pupil dilation.

The pupil dilation for the happy expression is consistently
greater than neutral expression across the three interest points.
Surprise is the only other emotion to provide an equally large
dilation percentage comparable with happy. Angry has con-
sistently the smallest pupil size across all interest points. The
ideal target size of pupil dilation for the neutral expression
was consistent at 25% of the iris diameter.

Results indicate the difference between expected pupil dila-
tion for emotional face diagrams as a percentage of total
iris diameter relative to neutral, and the relationships can be
suggested; happy (+3 to +8%), stern (−2%), angry (−3 to
−5%), afraid (−3%), sad (+4%), and disgust (+1 to +3%).
The results for tired vary inconsistently across interest points.
Results for the three interest points suggesting these relation-
ships are presented as percentages of the total iris size to allow
for comparison and across emotions [Fig. 4(b)].

The results across the three interest points for other emo-
tions vary around neutral and between happy and angry
expressions. While small differences between grand-average
results for each emotion can be due to with-in variation,
an overall relationship between pupil dilation and the happy,
angry, and neutral face diagrams is demonstrated.

Fig. 5. N170 ERP response to hybrid-face robot expressions. (a) Comparison
of N170 ERP amplitudes between stimulus sources (monitor and hybrid-face
robot) for all emotions at P8. (b) Grand-averaged ERP waveforms for digital
expressions presented on the monitor (without context) at P8. (c) Grand-
averaged ERP waveforms for digital expressions presented on the hybrid-face
robot (with context) at P8.

3) Physiological ERP Response to the Hybrid-Face Robot:
A clear face-sensitive N170 ERP was observed in the occipito-
temporal region for hybrid-face robot emotions. The grand-
average N170 ERP amplitudes and waveforms are presented
in Fig. 5 for each emotion at P8, for both robot and screen
sources. This ERP response was similar to N170 ERP response
to pictures of human facial expressions as described in Fig. 9
in Appendix A.

The statistical significance of different expressions and
effect of context presentation on ERP was assessed using
analysis of variance (ANOVA). Facial expressions with
strong positive or negative emotions evoked a larger ERP
response than neutral. Angry emotion showed highest ampli-
tude AngryMONITOR (F(1, 259) = 3.03, p = 0.083) and
AngryROBOT (F(1, 259) = 4.43, p = 0.036). The dif-
ferences in the amplitude and latencies of N170 for
different emotions within the same stimuli presentation
source (monitor or robot) were not statistically significant.
However, differences in amplitude of N170 between the
two stimuli presentation sources were statistically significant
(F(1, 17) = 11.73 p<0.01). The topography of EEG show-
ing ERP responses in the two stimuli presentation sources for
different emotions is shown in Appendix B. Negative poten-
tial N170 was observed in occipito-temporal region and its
corresponding positive potential (VPP) was simultaneously
observed in the central region (Fig. 10 in Appendix B).
N170 from hybrid-face robot was observed with an average
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delay of 7 ms as compared to digital face on monitor (Fig. 5).
Delay in N170 latency and suppression of amplitude were
also observed in 3-D hybrid-face robot as compared to robot’s
digital face on monitor and human face pictures (Fig. 9 in
Appendix A).

III. TRANSLATION OF HYBRID-FACE SYSTEM FOR

MASS-MARKET SOCIAL ROBOT

The hybrid-face robot concept has been validated for its
capacity to convey different emotions successfully as shown
by the qualitative assessment with strong recognition rates
by humans and by quantitative assessment of face-sensitive
N170/VPP ERP neurophysiological responses. These results
provide a basis for full translation of the hybrid-face concept in
the development of a commercial social robotic platform. The
next sections detail the development and testing of an applica-
tion of hybrid- face robot in a IoT social robot Miko (Mumbai,
India). Despite its simplicity, a full hybrid-face robot with all
3-D facial features was not practical as a stand-alone device
for mass market. A further simplified version of the face and
expressions was necessary that would appeal to target users,
in this case children without compromising recognition rates
and human response to emotions, while improving likeability.
Miko was developed iteratively in two subsequent versions
that incorporated more facial features of hybrid-face robot.

A. Design of Miko Social Robot

Miko robot is an intelligent IoT-based social robot designed
for educational purposes (https://miko.ai/in). Miko draws upon
the hybrid-face robot concept to improve the human–robot
affective interaction. The first-generation robot we have pro-
duced, Miko I, is simplified from the original hybrid-face robot
and consists of eyes which can show different emotions to
facilitate communication. The hybrid face of Miko I itself is
placed on its head, which also has ears and a curved surface,
giving an illusion of depth (Fig. 6). Design choices, such as
the curved hybrid-face, color, ears, and shape were chosen
through qualitative experiments with customers and tools such
as quality functional deployment (QFD). The development of
Miko I was guided by a user centric design approach involv-
ing feedback from over 300 young school students. Students
were able to identify majority of the Miko expressions and
always correctly identified whether the emotion associated to
the displayed expression was positive or negative. Sound cues
helped identification of emotions; however, a clear visual rep-
resentation of expression was found to be more important.
Communication with Miko I occurs through IoT connectivity
via an app that allows users to talk and send various emotions
using different emoticons. Miko I displays received emotions
along with audio and light stimuli as well as small movements
matching the emotions. The range of emotions for Miko I,
drawing from the hybrid face, is shown in Fig. 6.

In this study, we focus on the recognition and neurophys-
iological response of emotions displayed on the hybrid-face
of Miko I to validate its capacity to evoke human emotive

Fig. 6. Miko I social robot with a curved display resembling a 3-D structure
of a face showing different emotions.

response. Having established a procedure for response valida-
tion, we execute this procedure with Miko I and compare its
response to that of the full hybrid-face robot with 13 DoF.

The depiction of emotions of Miko I is simplified using
eyes only and do not show the gradation/transition depending
on parameters as with the full hybrid-face robot. Facial design
of Miko I is inspired by and is an abstraction of hybrid-face
robot. This design choice was made to appeal younger users
as it resembles emoticons that children are familiar with, with
an assumption that it will lead to greater engagement with the
robot. The hybrid-face graphics were designed by researchers
inhouse to test the proof of concept. Building upon hybrid-face
robot, facial graphics were redesigned by professional design-
ers to suit the body and color scheme of Miko I to improve
its visual appeal for commercialization by keeping the core
concept of robot same. We found that N170 ERP response
to robot emotion presentation without faceplate was signifi-
cantly higher (p<0.01) than with faceplate (see Section II-E3),
but pragmatically depth was useful and more appealing in
a humanoid robot; hence, we adopted curved face and ears
in Miko while eliminating the faceplate. While more complex
facial features from hybrid-face robot were incorporated in
the next release as detailed in Section III-F, we wish to test
if the simplified emotions in Miko I provide comparable con-
veyance and recognition via behavior and neurophysiological
(N170/VPP ERP) studies. This will help us answer another
key question—what are minimum facial features of a social
robot or maximum level of abstraction that give equal neuro-
physiological response and recognition rates as fully featured
hybrid-face robot?

B. Participants

To assess conscious and subconscious responses to Miko
I robot similar to hybrid-face robot, we performed tests with
two groups of healthy participants. A group of 15 participants
(19–29 years, 5 female, and 10 male) participated in the behav-
ior response experiments with Miko I and a second group of
ten participants (22–29 years, 1 female, and 9 male) partici-
pated in the neurophysiological response experiments. The eth-
ical approval for the study was obtained from Imperial College
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London Science, Engineering and Technology Research Ethics
Committee and all participants gave informed written consent.

C. Behavioral Response to Miko I Robot

We repeated the behavioral analysis with emotion recog-
nition task on Miko to qualitatively assess recognition of
different expressions shown by Miko. The experiment struc-
ture was the same as the forced-choice experiment conducted
with the hybrid-face robot described in Section II-C1. To avoid
response bias, subjects who had never interacted with robot
Miko were selected. Participants were given a list of the same
emotions and after each emotion shown by Miko, they were
asked to select the best matching emotion. Emotions were sent
to Miko manually from its companion mobile app and each
emotion was displayed for 4 s with several repetitions in ran-
dom order. In this experiment, the movement of Miko was
constricted but the sound and light stimulus occurring along
with the facial expressions were kept on, which might help in
emotion recognition. The recognition rate of different Miko
expressions was recorded.

D. Neurophysiological Response to Miko I Robot

The aim of this experiment was to study whether Miko
I robot with simplified facial features shows face-sensitive
N170 or corresponding VPP ERP neurophysiological response
to different emotions, similar to the full hybrid-face robot.

1) Experimental Design: Miko I was placed approximately
90 cm away from the participants on a desk. The experiment
setup is similar to the one shown in Fig. 3. Neurophysiological
responses to four emotions: 1) angry; 2) happy; 3) sad; and
4) surprised, were tested. We selected these four emotions
because they are far apart on the 3-D affect space axes (see
Fig. 2) and showed strong N170 ERPs with the hybrid-face
robot. The emotion stimuli were sent to Miko I via its compan-
ion mobile app manually at the beginning of each EEG trial.
During each EEG trial, Miko I displayed the emotion for 4 s
followed by a break of 4 s. The order of the sent emotions
was randomized to avoid anticipation of the next emotion.
A camera co-registered with EEG recording was placed facing
Miko I that recorded Miko’s emotions, which was later used
to extract the exact time of onset of the stimulus (emotion)
shown by Miko I. During a 4-s break period, Miko showed
neutral expression and blinked regularly. The movement of
Miko was restricted and the lights and sounds presented by
the Miko during different emotions were switched off as they
provide additional multimodal stimuli.

2) EEG Recording: EEG was recorded using TMSi Porti
amplifier and EEG cap with passive electrodes (TMSi,
Oldenzaal, The Netherlands). 16 unipolar channels of EEG
were recorded from the locations Fp1, Fpz, Fp2, F3, Fz, and
F4 (frontal), C3, Cz, and C4 (central), T7 and T8 (temporal),
P3, Pz, P4, and Poz (Parietal), and Oz (occipital) according to
the 10-20 international system. Channel AFz was used as com-
mon ground. EEG was recorded at 2048 Hz and downsampled
to 256 Hz during analysis. 60 EEG trials were recorded for
each of the four emotions for each participant.

TABLE III
EMOTION RECOGNITION ACCURACIES (%) FOR MIKO ROBOT

3) ERP Analysis: EEG was filtered between 0.1 and
45 Hz using the fourth-order zero-phase shift band-pass fil-
ter to remove DC offset and high-frequency noise. Artefacts
were removed using independent component analysis from
EEGLAB toolbox [68]. The independent components con-
taining mostly ocular artefacts were identified manually and
removed. The artefacts removed EEG was segmented into
epochs −100–400 ms after the stimulus onset. The stimulus
onset was extracted from the video of Miko emotion changes.
The video was recorded at 30 FPS and hence, the stimulus
onset time was identified within ±33.33 ms of its actual onset.
The mean of the 100 ms prestimulus was used as the baseline
for normalization. Any trial with an amplitude above ±70 μV
was excluded from further analysis. Each trial was then filtered
between 1–5 Hz to obtain the ERPs. Since occipito-temporal
EEG channels were not available for detecting N170, we stud-
ied its corresponding simultaneously occurring face-sensitive
VPP component in central region. The VPP ERP for each emo-
tion was extracted through the grand average of time-locked
EEG trials across all participants at channel Cz.

E. Experimental Results of Emotive Response to Miko I

1) Behavioral Response to Miko I: Table III shows the con-
fusion matrix of Miko I emotion recognition accuracies by
participants in percentage during the forced-choice emotion
recognition experiment. The expressions happy, sad, angry,
and tired showed the highest recognition rates. Other expres-
sions showed lower recognition rates. Particularly, participants
confused stern with disgusted more than half of the times and
showed the lowest recognition rates. Other emotions that were
generally confused were stern with tired, disgusted with sur-
prised, and surprised with afraid. Interestingly, the recognition
rate of emotion afraid in Miko I showed significant increase
compared to the hybrid-face robot.

Overall, the results of recognition were in agreement with
the results of the hybrid-face robot. Recognition accuracies
were higher for happy, angry, and sad and lower for stern
and disgust than the corresponding recognition accuracies for
the hybrid-face robot. We hypothesize this small difference is
a result of loss of mouth, which might add critical information
for recognition of stern and disgust.

2) Physiological ERP Response to Miko Robot: All partic-
ipants showed distinct changes in neurophysiological markers
in response to Miko I robot depicting different emotions.
We observed face-sensitive ERP component VPP in EEG in
response to Miko I emotions. Due to difference in the EEG
recording system of this experiment, occipito-parietal channels
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Fig. 7. VPP ERP responses to Miko I expressions. (a) Grand-average VPP
waveform for all emotions together at Cz. (b) Grand-average VPP waveform
for individual emotions at Cz.

were not available for detection of N170 and hence, we studied
simultaneously occurring face-sensitive VPP at Cz. Grand-
average VPP responses to different emotions were observed
in channel Cz as shown in Fig. 7. Strong positive potentials
were observed around 170 ms in central regions as expected.
This shows that the Miko I robot with simplified facial features
also successfully evoked face-sensitive ERP responses similar
to that of hybrid-face robot with detailed facial features, such
as mouth, eyebrows, nose, and ears. VPP peaks of different
emotions were observed between 160 and 225 ms and were
not significantly different as evaluated by ANOVA, consistent
with the hybrid-face robot. The exact latency of VPP could not
be determined, though latency appears to be delayed in Fig. 7,
because we extracted onset of different expressions of Miko I
using a 30 FPS video leading to in identification of stimulus
onset within ±33.33 ms of the actual onset. The 3-D hybrid-
face robot from first experiment also showed slight delay in
N170 latencies and hence, some of the delay in 3-D Miko VPP
latency is consistent with this. Thus, physiological responses
to Miko I were similar to those observed for the hybrid-face
robot and simplification of facial features did not affect the
ERP component.

F. Development of Miko II

We are iteratively developing Miko to improve its design,
features, and functionality. Miko platform uses a digital screen
to depict facial features and expressions and hence, is very
flexible, which allows upgrading facial graphics. Following
successful results of our emotion recognition research study
and positive feedback from consumers, upgraded version,
Miko II was developed and recently released, which incor-
porated more hybrid-face facial features. Miko II has more
expressive eyes with eyelids that implement pupil dilation
system similar to hybrid-face robot and has a mouth to
depict different emotions more clearly (see Fig. 8). These
facial graphics were inspired by hybrid-face robot but again
redesigned to enhance its visual appeal to children as a com-
mercial product. Having proved N170 ERP response and
high recognition rates via studies with hybrid-face robot
and Miko I, we expect high recognition rates for Miko II

Fig. 8. Miko II design. (a) Upgraded facial design that shows more expressive
eyes and mouth [69]. (b) Full product with different pupil sizes and mouth.

expressions as well since it incorporates features from both
robots; experiments for Miko II are out of scope of this work.

G. IoT capabilities of Miko Robot

Miko, built upon core concepts of the hybrid-face concept,
is an intelligent social robot cloud-based platform with IoT
capabilities to communicate multiple devices in homes, such
as mobile phones and television simultaneously. Miko has
a cloud-based speech engine and can conduct conversations
in four different languages. Miko can seamlessly connect with
other devices in home such as television and provide a multide-
vice learning platform, which can be accessed simultaneously
to communicate with tutors and complete learning exercises
in sync. Miko can be accessed as a smart speaker. Miko is
equipped with range of sensors, including camera, proxim-
ity sensor, ambient light sensor, inertial sensors, odometer,
time of fight range sensor, and capacitive touch sensor and
provides telepresence functionality. Miko has computer vision
capability to identify, remember, and recollect known faces,
objects, and surroundings. Miko’s cloud platform also hosts
external educational apps and allows multimodal interaction
using gesture control, natural language, and mixed reality. It
continuously adapts its behavior and expresses emotions by
updating information from surroundings and cloud, learning
preferences and using natural emotive cues from children.
Miko can connect to multiple mobile devices to relay child’s
data securely with end-to-end encryption to parents. The devel-
opment of Miko is an iterative and ongoing process and its
flexible platform enables addition of new features and func-
tionalities with ease. In the future releases, Miko will have
additional capability to communicate with other IoT devices
in home environment and adapt its behavior according to the
surroundings.

IV. DISCUSSION

A. Summary of Findings

In this study, we designed, validated emotional response,
simplified, and commercially translated a hybrid-face robotic
system. We investigated and quantified human physiological
response to digital facial expressions from two versions of the
robot: 1) a hybrid-face robot research platform and 2) Miko
I, its simplified version commercial release.
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Trust in social robots is an important factor in success-
ful collaborations with humans. Robot’s performance and
attributes have more contribution in establishing trust than
other human or environmental factors [70]. Trust is typically
achieved in human interactions using emotions and similar
approach could enhance human–robot engagement [71] by
enabling robots to convey emotions via facial expressions.
However, it has also been reported that increasing social and
emotional capabilities of robot can cause humans to have unre-
alistically high expectations from social robots [72], which
upon unfulfillment can decrease trust and hence a balanced
approach is essential. As the use of social robots in the form
of digital assistants has become a commonplace, it will be
interesting to conduct a future study to explore and quantify
the effect of robotic facial expressions on trust as compared to
voice-only social robots and assess users’ perception of trust
in robots with and without face.

An optimal balance must be achieved between realistic
appearance and iconic appearance of robot. The state space
for developing affective robot face is huge; hence, based on
the pragmatic approach, we have made assumptions to sim-
plify this space to create a hybrid-face robot that gives illusion
of depth without compromising the simplicity of design and
implementation. Since developing a fully actuated face was
not practical, we simplified it by developing a hybrid face
with similar features. This hybrid face was still not practical
for commercial applications and hence, we simplified it even
further to develop Miko I robot, which still captured the core
of human–robot interaction as demonstrated by high emotion
recognition accuracies and face-sensitive VPP ERP.

We assume that there are different levels of abstraction
for developing a facial robot in increasing order as follows:
human face, fully actuated face, hybrid face, simplified hybrid
face, and digital avatar. Intuitively, people respond better to
a face that shows depth. Hence, we designed hybrid-face
robots that gave perception of depth with faceplate without
actuation on the face. By studying participants’ conscious
response (through emotion recognition tasks) and then eval-
uating their subconscious response (through ERP), we found
that nonactuated depth-based robots give predominantly face-
sensitive N170 and VPP responses, which are well-established
ERP responses primarily to different face stimuli [41], [43]. It
must be noted that though predominantly face-sensitive, these
N170 and VPP ERP components have also been observed
in response to several common objects stimuli, though their
amplitude is attenuated and latency is delayed for nonface
stimuli [43], [44], [73]. Our experimental design also allowed
participants to move their head and explore 3-Dity of the robot,
which can be paralleled to real human interaction. Including
depth in the design of hybrid-face robot helped in building the
context, which is important to enhance human–robot interac-
tions. Though we found the depth in representation of the
robot’s face is useful pragmatically to create better affective
experience, further work will be needed to quantify its effect.

B. Hybrid-Face Robot Validation

First, we examined the utility of hybrid-face robot with
3-D printed faceplate and digital display as a platform for

human–robot engagement. As an attempt to verify the func-
tionality of the hybrid-face robot, and to gain insights into
mathematical representations of affective potential, emotion
recognition experiments were carried out. Participants were
able to identify different emotions with high accuracies. The
animation and realism features could be fine-tuned in the
future work to increase expression recognition. The hybrid-
face design is very flexible and adaptable to incorporate new
expressions.

We demonstrated the ability of the digital facial expres-
sions to effectively convey emotion to a human observer by
recording ERPs in EEG to determine the perception of digital
emotion. We found significant difference in ERP due to the
context presentation using monitor and the hybrid-face robot;
thus, depth may play a role in neurophysiological response to
stimuli. We ensured that participants were naive to the research
questions to avoid bias in face processing known to occur due
to context and manipulation by an emotionally laden task [74].

A distinctive N170 component was reliably identified in the
grand-average response from all participants, for all hybrid-
face robot emotions. A simultaneous positive potential (VPP)
was also observed at central region (Fig. 10 in Appendix B).
The digital facial expressions were able to modulate the
ERP response despite having low information bandwidth. Our
results are consistent with previous studies [47], [48] of the
human response to conveyed emotion, which state both pleas-
ant and unpleasant expressions evoked a larger N170 ERP
response than neutral expression and this change in activity is
located on the right parietal brain area (Fig. 10 in Appendix B).
These results are in line with other trials conducted with
human images (including our ERP validation in Fig. 9 in
Appendix A), though our results for the robot’s facial expres-
sions are modulated with a lower amplitude and increased
latency, congruent with a similar study by Dubal [75], who
found that robot expressions are encoded as early as human
faces but evoke a later and muted response. This indicates
that several neuron clusters associated with internal features
and head detection maybe engaged requiring additional time to
acquire configural information. Positive emotions were evoked
earlier than negative, which follows the current literature.

An average delay of ∼7 ms occurred in physiological
responses between the two sources of computer monitor and
the hybrid-face robot. This might be caused due to the increase
in configural information or a delay as attention is refocused
to the hybrid face. While a fixation cross was presented on
the monitor, subjective comments from participants noted that
focusing attention was easier and more natural for the hybrid
face with head and ears, which helped setting the configuration
parameters.

These results show considerable promise because par-
ticipants were able to identify most of the expressions
and responded positively to hybrid-face robot interaction.
Participants quickly accepted digital facial expressions caus-
ing their attention to evolve beyond robot’s physical char-
acteristics. Thus, we propose a novel method to quantify
human–robot engagement using empirical N170/VPP ERP
measure.

Pupil dilation is an often overlooked dimension of nonver-
bal communication that can influence perceived emotion. We
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added pupil dilation to the hybrid-face robot in the attempt
to improve conveyance of emotions by increasing the DoF
without adding actuation based on our pragmatic assumptions.
Inclusion of pupil dilation feature is inconclusive currently
and it is difficult to determine whether it helps with the
confidence of emotion recognition and requires further inves-
tigation. Participants noted that they were not aware of how
dramatic the effect of pupil size was on the overall demeanor
and interpretation of robot’s expressions. Varying the size
of the iris may impact the expected dilation of the pupils
for different emotional expressions. The current eye color of
the digital face provides a definite contrast between the light
blue iris and black pupil that even with increased pupil dila-
tion, gives the appearance of a cold stare for some facial
expressions. The results from this experiment provide aver-
age estimations of pupil dilation to robot’s facial expression
that will help improve emotion recognition rates in further
experiments.

C. Simplification of Hybrid-Face Robot for Mass Market

Acceptability of engaging with the hybrid-face robot by
human participants and high recognition rates of different
emotions presented by the hybrid-face robot was promising.
However, the hybrid-face approach was still not viable for
incorporating in a commercial product, which required fur-
ther simplified face. Thus, the hybrid-face robot influenced the
development of a commercial social robot Miko I capable of
affective conversations by creating further abstractions of emo-
tion representation. Here, we studied Miko’s ability to convey
different emotions and human response to those emotions and
compared those with the results of the hybrid-face robot by
repeating the same set of experiments. Even though Miko I
had simplified facial features with just two eyes, the behavioral
and physiological experiments showed comparable results to
a full hybrid-face robot. Thus, Miko I was able to convey
emotions successfully using static, singular expressions with
eyes only, simplifying affect space representation. Miko I has
integrated IoT capabilities to enable affective engagement with
children for educational purposes. The conversational ability
of Miko I, which is not investigated in this study, may benefit
greatly from using the appropriate expressions to enrich the
affective information content in the conversation and enhance
engagement with humans. Similar to hybrid face, participants
reported that the curvature and ears on Miko I represent-
ing facial structure providing contextual information helped
in associating with the humanoid form and in recognising
expressions.

The physiological study of human responses to Miko emo-
tions also showed a distinct face-sensitive VPP ERP compo-
nent during all the emotions. This validates the findings of
simplified hybrid-face principle and its translation to Miko
I. The amplitude of VPP was smaller because our EEG itself
had an overall smaller amplitude due to difference in the EEG
amplifier and referencing scheme [45]. The latency of VPP
could not be estimated accurately because the time of stimulus
onset was extracted from a video with 30 FPS giving stim-
ulus onset time within ±33.33 ms of actual stimulus onset.

However, the VPP latency in 3-D Miko robot was delayed,
which is consistent with the delay in N170 latency observed
in 3-D hybrid-face robot. Strongest and most delayed ERP was
obtained for emotion surprised, which was represented by big-
ger eye size than other emotions; however, participants showed
some uncertainty in recognition of this emotion. Thus, experi-
ments with Miko showed a successful practical application of
hybrid face in affective social robot with IoT and demonstrated
evoked response to visual human–robot affective interaction on
a physiological level.

Based on these findings, we argue that simplified robotic
platforms fusing static mechanical design and digital encoding
can evoke conscious and subconscious emotive response in
human beings. We support these arguments with qualitative
assessment of human response and empirical analysis of their
neurophysiological perception.

D. Affective Response and IoT Impact

Features, such as facial depth and humanoid physical char-
acteristics, were positively perceived in all versions of the
robot, which was critical in translation. We have shown simi-
larities in perception of the extra dimension in all versions of
the robot that evoke similar human reactions. This compro-
mise for the first-generation commercial product was drawn
from extensive qualitative surveys with the target users. The
same experiments with both platforms show a comparable
system despite the simplifications, including neurophysio-
logical (EEG) experiments showing parallels in response.
Commercially, future plans call for incremental improvement
that incorporate more of the detail of the hybrid face robot.
We also stress that the first product release specifically targeted
children. Other versions of the system are being developed for
both research and commercial applications, which may incor-
porate more hybrid face features. Human-like depth features
are being considered in new applications such as interaction
for cognitive stimulation and mental health.

We recognize that modifications for mass-market universally
demand the exclusion of some features tested on a bespoke
research platform. The purpose of this investigation was to
narrow which features are most likely to be negatively per-
ceived if excluded. We report this successful balance in social
robotic interaction with children. Similar compromises in other
areas will likely be dictated by the application. For example,
medical applications are more tolerant to higher cost and more
bespoke production, hence full static facial features are being
considered in those arenas.

Our existing system enables robotic communication with
multiple devices in home, such as televisions and mobile
devices simultaneously over Internet network and Bluetooth to
accomplish learning-based tasks. It coordinates schedules with
other Internet devices to modify its behavior, allow itself to be
remote controlled, remind users deadlines, assist with home-
work, and contact other people or use other smart technology.
Speech and corresponding affective emotional conveyance are
executed via cloud interface, which is updated remotely such
that onboard processing is streamlined. The connection is per-
vasive, and the robot mines the Internet and environment to
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determine its interactions. This infrastructure for IoT capabil-
ity remains a key enabler for future human–robot-environment
information flow enabling adaptive interaction. We have illus-
trated a complete evolution process of conceptualization of
affective robot to its translation to a commercial product with
extended functionalities by enhancing it with IoT. In the future
releases, Miko will have further IoT capabilities as demon-
strated by its flexible cloud-based platform. Furthermore, we
are also extending the work in areas such as engagement with
the elderly and support of dementia patients in smart homes
based on this IoT connectivity. Finally, we note that the new
social robot platform Miko, now that it is available worldwide,
may serve researchers as a platform for new studies based on
this work. All these studies extend the from this investigation.
We believe it represents a foundation for a very wide range of
future work in both academic research and commercial arenas.

V. CONCLUSION

We have presented a complete project life cycle, from
concept, to design, implementation, testing, validation, and
commercial translation of hybrid-face robotic system capa-
ble of evoking affective response in users. A first-generation
affective hybrid-face robot is developed to help researchers
design intelligent systems capable of ensuring mutual trust,
safety, and effective cooperation with humans. We success-
fully applied this hybrid face to develop a commercial IoT
social robot, Miko I, by providing it with the ability to inte-
grate affective information in its interactions. The qualitative
and quantitative assessment of both the hybrid-face robot and
its application to Miko I demonstrated that human partici-
pants were able to recognize the emotions conveyed by the
robots with high accuracy and also showed neurophysiological
predominantly face-sensitive N170 and VPP ERP responses
in their EEG. This validated the effectiveness of emotion
conveyance by social robots.

In summary, new contributions of this investigation include
as follows.

1) Establishing that “hybrid face” robots are capable of
emotional state conveyance with high accuracy.

2) Derivation of a canonical set of facial DoF, including
pupil dilation, for deployment of affective robotics in
real-world environments with IoT capabilities.

3) Introduction of two models, categorical and affect space,
for representing robotic expressions.

4) Introduction of the use of empirical recording of EEG
neurophysiological response to quantitatively assess
human–robot visual affective interaction via studying
predominantly face-sensitive N170 and VPP ERP com-
ponents in EEG.

5) Demonstration of useful approach for practical commer-
cial translation of affective IoT human–robot interface
systems leading to a new mass market robotic product.

Since the time of these experiments, a new robot with
greater autonomy (Miko II) drawing on these findings has been
released. Future work will involve implementing Miko II and
other forms of the hybrid-face robot to accelerate learning in
children and as a support tool for the elderly in isolation. We

Fig. 9. Comparison of grand-average N170 ERP response to digital face
presented on monitor and hybrid-face robot, and pictures of a human face
at P8.

Fig. 10. EEG topography of evoked negative N170 ERP response in time
window between 130 and 230 ms after stimulus onset to expressions neutral,
happy, sad, and angry presented on monitor and hybrid-face robot.

also offer the new commercial platform, Miko II, as a tool for
further research in social robotic interaction as an alternative
to design and fabrication of bespoke research platforms.

APPENDIX A
COMPARISON OF N170 ERP RESPONSE TO

HYBRID-ROBOT FACE AND PICTURES OF HUMAN FACES

Fig. 9 shows comparison of N170 ERP response to hybrid-
face robot and pictures of human facial expressions taken from
Japanese Female Facial Expression database [65] with FACS
expressions at channel P8 in three participants. This was con-
ducted with a small subset of participants to validate our ERP
paradigm and observe whether human faces show the expected
face-sensitive N170 response. A strong N170 ERP is obtained
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for human faces as well as for the hybrid-face robot and its dig-
ital presentation on monitor. Latency of N170 of hybrid-face
robot was delayed and its amplitude attenuated as compared
to human faces and digital robot face on monitor.

APPENDIX B
EEG TOPOGRAPHY MAP OF DIFFERENT STIMULI

Fig. 10 outlines multiple views of EEG topography show-
ing spatial location of ERP responses to neutral, happy, sad,
and angry expressions for monitor and robot stimuli sources.
Negative potential (N170) is observed in the occipito-temporal
region (around P8) and the corresponding positive poten-
tial (VPP) is observed simultaneously in the central region
(around Cz). The digital expressions on monitor evoked larger
N170 and VPP as compared to expressions on robot. Happy
and angry emotions evoked larger amplitude N170 and VPP.
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[24] G. Magyar, J. Magyar, P. Sinčák, F. Cavallo, and G. D’Onofrio, Using
Social Robots as Cognitive Stimulation Therapy Coaches in an Elderly
Care Facility. Košice, Slovakia: Tech. Univ. Košice, 2017.

[25] K. Hornfeck, Y. Zhang, and K. Lee, “Philos: A sociable robot for human
robot interactions and wireless health monitoring,” in Proc. 27th Annu.
ACM Symp. Appl. Comput., 2012, pp. 293–294.

[26] P. Ekman, “Universals and cultural differences in facial expressions of
emotion,” in Nebraska Symposium on Motivation, J. Cole, Ed. Lincoln,
NE, USA: Univ. Nebraska Press, pp. 207–283, 1972.

[27] P. Ekman and W. Friesen, Facial Action Coding System: A Technique
for the Measurement of Facial Movement, Consulting Psychol. Press,
Palo Alto, CA, USA, 1978.

[28] M. Mori, K. F. MacDorman, and N. Kageki, “The uncanny valley
[from the field],” IEEE Robot. Autom. Mag., vol. 19, no. 2, pp. 98–100,
Jun. 2012.

[29] I.-H. Kuo, C. Jayawardena, E. Broadbent, and B. A. MacDonald,
“Multidisciplinary design approach for implementation of interactive
services,” Int. J. Social Robot., vol. 3, no. 4, pp. 443–456, 2011.

[30] C. Chen et al., “Equipping social robots with culturally-sensitive facial
expressions of emotion using data-driven methods,” in Proc. 14th IEEE
Int. Conf. Autom. Face Gesture Recognit. (FG), 2019, pp. 1–8.

[31] B. Johansson, T. A. Tjøstheim, and C. Balkenius, “EPI: An open
humanoid platform for developmental robotics,” Int. J. Adv. Robot. Syst.,
vol. 17, no. 2, 2020, Art. no. 1729881420911498.

[32] C. Breazeal and J. Velasquez, “Robot in society: Friend or appliance,”
in Proc. Auton. Agents Workshop Emotion-Based Agent Archit., 1999,
pp. 18–26.

[33] R. Arkin and L. Moshkina, “Affect in human-robot interaction,” in
The Oxford Handbook of Affective Computing, S. D. M. R. Calvo, J.
Gratch, A. Kappas, Eds. New York, NY, USA: Oxford Univ. Press,
2015, pp. 483–493.

[34] I. M. Menne and F. Schwab, “Faces of emotion: Investigating emotional
facial expressions towards,” Int. J. Social Robots, vol. 10, no. 2, pp. 199–
209, 2008, doi: 10.1007/s12369-017-0447-2.

[35] Y. Wang and S. Quadflieg, “In our own image? Emotional and neural
processing differences,” Social Cogn. Affect. Neurosci., vol. 10, no. 11,
pp. 1515–1524, 2015.

[36] R. Adolphs, “Recognizing emotion from facial expressions:
Psychological and neurological mechanisms,” Behav. Cogn. Neurosci.
Rev., vol. 1, no. 1, pp. 21–62, 2002.

[37] M. C. Pastor, M. M. Bradley, A. Löw, F. Versace, J. Moltó, and
P. J. Lang, “Affective picture perception: Emotion, context, and the late
positive potential,” Brain Res., vol. 1189, pp. 145–151, Jan. 2008.

[38] M. L. Kesler et al., “Neural substrates of facial emotion processing using
fMRI,” Cogn. Brain Res., vol. 11, no. 2, pp. 213–226, 2001.

http://dx.doi.org/10.1007/s12369-013-0178-y
http://dx.doi.org/10.3389/fpsyg.2016.01066
http://dx.doi.org/10.1136/bmjopen-2017-018815
http://dx.doi.org/10.1007/s12369-020-00634-z
http://dx.doi.org/10.1007/s12369-018-0466-7
http://dx.doi.org/10.1007/s12369-017-0447-2


WAIRAGKAR et al.: EMOTIVE RESPONSE TO HYBRID-FACE ROBOT AND TRANSLATION TO CONSUMER SOCIAL ROBOTS 3187

[39] M. Eimer, A. Holmes, and F. P. McGlone, “The role of spatial attention
in the processing of facial expression: An ERP study of rapid brain
responses to six basic emotions,” Cogn. Affect. Behav. Neurosci., vol. 3,
no. 2, pp. 97–110, 2003.

[40] G. Pfurtscheller and F. L. Da Silva, “Event-related EEG/MEG synchro-
nization and desynchronization: Basic principles,” Clin. Neurophysiol.,
vol. 110, no. 11, pp. 1842–1857, 1999.

[41] S. Bentin, T. Allison, A. Puce, E. Perez, and G. McCarthy,
“Electrophysiological studies of face perception in humans,” J. Cogn.
Neurosci., vol. 8, no. 6, pp. 551–565, 1996.

[42] B. Sadeh, A. Zhdanov, I. Podlipsky, T. Hendler, and G. Yovel, “The
validity of the face-selective ERP N170 component during simulta-
neous recording with functional MRI,” Neuroimage, vol. 42, no. 2,
pp. 778–786, 2008.

[43] D. Jeffreys, “A face-responsive potential recorded from the human
scalp,” Exp. Brain Res., vol. 78, no. 1, pp. 193–202, 1989.

[44] D. Jeffreys and E. Tukmachi, “The vertex-positive scalp potential evoked
by faces and by objects,” Exp. Brain Res., vol. 91, no. 2, pp. 340–350,
1992.

[45] C. Joyce and B. Rossion, “The face-sensitive N170 and VPP components
manifest the same brain processes: The effect of reference electrode
site,” Clin. Neurophysiol., vol. 116, no. 11, pp. 2613–2631, 2005.

[46] F. Haist, K. Lee, and J. Stiles, “Individuating faces and common objects
produces equal responses in putative face-processing areas in the ven-
tral occipitotemporal cortex,” Front. Human Neurosci., vol. 4, p. 181,
Oct. 2010.

[47] V. C. Blau, U. Maurer, N. Tottenham, and B. D. McCandliss, “The face-
specific N170 component is modulated by emotional facial expression,”
Behav. Brain Funct., vol. 3, no. 1, pp. 1–13, 2007.

[48] A. Krombholz, F. Schaefer, and W. Boucsein, “Modification of N170 by
different emotional expression of schematic faces,” Biol. Psychol.,
vol. 76, no. 3, pp. 156–162, 2007.

[49] R. Craig, R. Vaidyanathan, C. James, and C. Melhuish, “Assessment of
human response to robot facial expressions through visual evoked poten-
tials,” in Proc. 10th IEEE-RAS Int. Conf. Humanoid Robots, Dec. 2010,
pp. 647–652, doi: 10.1109/ICHR.2010.5686272.

[50] L. Boer and H. Bewley, “Reconfiguring the appearance and expres-
sion of social robots by acknowledging their otherness,” in Proc. Conf.
Designing Interact. Syst., 2018, pp. 667–677.

[51] D. Bazo, R. Vaidyanathan, A. Lentz, and C. Melhuish, “Design and
testing of a hybrid expressive face for a humanoid robot,” in Proc.
IEEE/RSJ Int. Conf. Intell. Robots Syst., Oct. 2010, pp. 5317–5322,
doi: 10.1109/IROS.2010.5651469.

[52] M. A. Al-Taee, W. Al-Nuaimy, Z. J. Muhsin, and A. Al-Ataby, “Robot
assistant in management of diabetes in children based on the Internet of
Things,” IEEE Internet Things J., vol. 4, no. 2, pp. 437–445, Apr. 2017.

[53] M. Lindberg, H. Sandberg, M. Liljenberg, M. Eriksson, B. Johansson,
and C. Balkenius, “The expression of mental states in a humanoid robot,”
in Proc. Int. Conf. Intell. Virtual Agents, 2017, pp. 247–250.

[54] C. Breazeal, “Affective interaction between humans and robots,” in Proc.
Eur. Conf. Artif. Life, 2001, pp. 582–591.

[55] P. Fitzpatrick, G. Metta, and L. Natale, “Towards long-lived robot
genes,” Robot. Auton. Syst., vol. 56, no. 1, pp. 29–45, 2008.

[56] A. Bruce, I. Nourbakhsh, and R. Simmons, “The role of expressive-
ness and attention in human-robot interaction,” in Proc. IEEE Int. Conf.
Robot. Autom., vol. 4, 2002, pp. 4138–4142.

[57] D. J. Schiano, S. M. Ehrlich, K. Rahardja, and K. Sheridan, “Face to
interface: Facial affect in (hu) man and machine,” in Proc. SIGCHI Conf.
Human Factors Comput. Syst., 2000, pp. 193–200.

[58] J. A. Russell and J. M. F. Dols, The Psychology of Facial Expression.
Cambridge, U.K.: Cambridge Univ. Press, 1997.

[59] A. Kleinsmith, P. R. De Silva, and N. Bianchi-Berthouze, “Grounding
affective dimensions into posture features,” in Proc. Int. Conf. Affect.
Comput. Intell. Interact., 2005, pp. 263–270.

[60] L. Cañamero and J. Fredslund, “I show you how I like you—Can you
read it in my face? [robotics],” IEEE Trans. Syst., Man, Cybern. A, Syst.,
Humans, vol. 31, no. 5, pp. 454–459, Sep. 2001.

[61] C. Bartneck, J. Reichenbach, and A. Van Breemen, “In your face, robot!
The influence of a character’s embodiment on how users perceive its
emotional expressions,” in Proc. Design Emotion, 2004, pp. 1–19.

[62] T. Partala and V. Surakka, “Pupil size variation as an indication of
affective processing,” Int. J. Human-Comput. Stud., vol. 59, nos. 1–2,
pp. 185–198, 2003.

[63] E. H. Hess and J. M. Polt, “Pupil size in relation to mental activity during
simple problem-solving,” Science, vol. 143, no. 3611, pp. 1190–1192,
1964.

[64] K. E. Demos, W. M. Kelley, S. L. Ryan, F. C. Davis, and P. Whalen,
“Human amygdala sensitivity to the pupil size of others,” Cerebr. Cortex,
vol. 18, no. 12, pp. 2729–2734, 2008.

[65] M. J. Lyons, S. Akamatsu, M. Kamachi, J. Gyoba, and J. Budynek, “The
Japanese female facial expression (JAFFE) database,” in Proc. 3rd Int.
Conf. Autom. Face Gesture Recognit., 1998, pp. 14–16.

[66] H.-C. Lo and R. Chung, “Facial expression recognition approach for
performance animation,” in Proc. 2nd Int. Workshop Digit. Comput.
Video, 2001, pp. 132–139.

[67] J. Seyama and R. S. Nagayama, “Probing the uncanny valley with the
eye size aftereffect,” Presence Teleoper. Virtual Environ., vol. 18, no. 5,
pp. 321–339, 2009.

[68] A. Delorme and S. Makeig, “EEGLAB: An open source toolbox for
analysis of single-trial EEG dynamics including independent component
analysis,” J. Neurosci. Methods, vol. 134, no. 1, pp. 9–21, 2004.

[69] Miko—Product Design for a Robot. Accessed: Feb. 10, 2021.
https://oppositehq.com/portfolio/miko-product-design/

[70] P. A. Hancock, D. R. Billings, K. E. Schaefer, J. Y. Chen, E. J. De
Visser, and R. Parasuraman, “A meta-analysis of factors affecting trust in
human–robot interaction,” Human Factors, vol. 53, no. 5, pp. 517–527,
2011.

[71] S. You and L. Robert, “Emotional attachment, performance, and viability
in teams collaborating with embodied physical action (EPA) robots,” J.
Assoc. Inf. Syst., vol. 19, no. 5, pp. 377–407, 2017.

[72] M. Kwon, M. F. Jung, and R. A. Knepper, “Human expectations of social
robots,” in Proc. 11th ACM/IEEE Int. Conf. Human-Robot Interact.
(HRI), 2016, pp. 463–464.

[73] R. J. Itier and M. J. Taylor, “N170 or N1? Spatiotemporal differences
between object and face processing using ERPs,” Cerebr. Cortex, vol. 14,
no. 2, pp. 132–142, 2004, doi: 10.1093/cercor/bhg111.

[74] T. Chaminade and G. Cheng, “Social cognitive neuroscience and
humanoid robotics,” J. Physiol. Paris, vol. 103, nos. 3–5, pp. 286–295,
2009.

[75] S. Dubal, A. Foucher, R. Jouvent, and J. Nadel, “Human brain spots
emotion in non humanoid robots,” Social Cogn. Affect. Neurosci., vol. 6,
no. 1, pp. 90–97, 2011.

Maitreyee Wairagkar received the M.Eng. and
Ph.D. degrees in cybernetics from the University of
Reading, Reading, U.K.

She is a Postdoctoral Researcher of Affective
Robotics with the Department of Mechanical
Engineering and the Dementia Research Institute
Care Research and Technology Centre, Imperial
College London, London, U.K. Her research
interests include brain–computer interface, machine
learning, signal processing and social robotics for
applications in healthcare, and assistive technology.

Maria R. Lima (Graduate Student Member, IEEE)
received the B.Sc. degree in mechanical engineer-
ing from the Tècnico University of Lisbon, Lisbon,
Portugal, and the M.Sc. degree in advanced mechan-
ical engineering from Imperial College London,
London, U.K.

She is a Ph.D. Researcher with Imperial College
London, and the Dementia Research Institute Care
Research and Technology Centre. Her research
focuses on conversational social robots and affec-
tive human–robot interaction for mental health and
dementia support.

http://dx.doi.org/10.1109/ICHR.2010.5686272
http://dx.doi.org/10.1109/IROS.2010.5651469
http://dx.doi.org/10.1093/cercor/bhg111


3188 IEEE INTERNET OF THINGS JOURNAL, VOL. 9, NO. 5, MARCH 1, 2022

Daniel Bazo is a Roboticist and a Multimedia Artist
with the University of California at Santa Barbara,
CA, USA. He has published and exhibited works
with venues worldwide, including SIGGRAPH,
ACM Multimedia, and Leonardo Journal, and cur-
rently creates interactive experiences for Meow
Wolf, Santa Fe, NM, USA.

Richard Craig received the Eng.D. degree from the
University of Bristol, Bristol, U.K.

He is a Socio-Technical Consultant within
the Cyber and Psychology Group, Frazer-Nash
Consultancy, Dorking, U.K. His research covers
human interaction and decision making with auto-
mated systems to better understand cross domain
dependencies and vulnerabilities.

Hugo Weissbart received the M.Sc. degree in
physics and the Ph.D. degree in neurotechnology
from Imperial College London, London, U.K.

He is a Postdoctoral Researcher of Language
and Computation with the Neural System Group,
Donders Institute, Radboud University, Nijmegen,
The Netherlands. His research combines M/EEG
analysis with statistics and modeling to study the
predictive aspect of language processing from cou-
pled dynamical systems perspective.

Appolinaire C. Etoundi is a Senior Lecturer of
Mechatronics, part of the REACH Group, Bristol
Robotics Laboratory (U.K. Largest Facility and
Internationally Recognized Centre of Excellence in
Robotics), University of West England/University of
Bristol, Bristol, U.K. He has supported the foun-
dation of two start-up companies based on his
research. His research interests include multidisci-
plinary systems in bio-inspired robotics, rehabilita-
tion, and robotic engineering.

Tobias Reichenbach (Member, IEEE) received the
M.Sc. degree in physics from Leipzig University,
Leipzig, Germany, and the Ph.D. degree in physics
from LMU Munich, Munich, Germany.

He is a Professor of Sensor Neuroengineering
with the Friedrich-Alexander-University Erlangen–
Nürnberg, Erlangen, Germany, and a Visiting
Professor with Imperial College London, London,
U.K. His research combines AI with computational
neuroscience to advance understanding of com-
plex neural signal processing, with applications in
medicine and technology.

Prashant Iyengar received the B.Tech. and
M.Tech. degrees from the Indian Institute of
Technology Bombay, Mumbai, India.

He is a Co-Founder and a CTO with Miko,
Mumbai, India, spearheading the engineering
research and product development. He has over 14
years of experience for R&D in AI and machine
learning, robotics, embedded software, image and
audio signal processing, and enterprise software. He
is a co-inventor of 13+ Patents filed in the above
areas.

Sneh Vaswani received the B.Tech. and M.Tech.
degrees from the Indian Institute of Technology at
Bombay, Mumbai, India.

He is a Co-Founder and a CEO with Miko,
Mumbai, India, steering Miko’s vision for trans-
forming tech and learning landscapes. In addition to
leading a global team of engineers, psychologists,
designers and mathematicians, he oversees a thriv-
ing global business of creating Miko, and has led
winning teams at international robotics competitions.

Christopher James (Senior Member, IEEE) is
a Professor and a Director of the Biomedical
Engineering Institute, University of Warwick,
Coventry, U.K. He has over 160 publications and has
founded two new ventures from his research—both
in behavior monitoring and in AI for well-being.
His research activity centers on the development of
biomedical signal and pattern processing techniques
with applications in brain and behavior.

Payam Barnaghi (Senior Member, IEEE) is a
Professor and the Chair of Machine Intelligence
Applied to Medicine with the Department of Brain
Sciences, Imperial College London, London, U.K.,
and the Dementia Research Institute Care Research
and Technology Centre. His research interests
include machine learning and Internet of Things and
their applications in healthcare.

Chris Melhuish is a Professor and the Founder
of the Bristol Robotics Laboratory, University of
Bristol–University of West of England Partnership,
Bristol, U.K. His research interests are robot–
human interaction, haptic telepresence, neuro-
inspired systems, energy autonomy, and collective
robotics.

Prof. Melhuish is a Chartered Engineer and a
Fellow of the British Computer Society and Institute
of Engineering and Technology.

Ravi Vaidyanathan (Member, IEEE) is a Reader
with Imperial College London, London, U.K., and
the Group Lead of Robotics with U.K. DRI-CRT,
and the Co-Chair of the IEEE RAS Technical
Committee on Biorobotics. His research in brain–
robot has resulted in over 100 refereed publications,
six pending or issued patents and supported the
foundation four new start-up ventures based on his
academic research.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


