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Abstract. Speech is a complex real-world stimulus that consists of time-varying contributions in many frequency bands. The
inner ear, or cochlea, not only transduces the acoustic vibrations into electrical signals, but also spatially segregates the acoustic
waveform into different frequency components, as well as mechanically amplifies the vibrations in frequency bands where the
amplitude is low. This processing of the speech signal can potentially be controlled through efferent nerve fibers that extend from
higher processing centers in the brain to the cochlea. However, we are currently lacking methodological tools to non-invasively
investigate the putative role of top-down feedback on speech processing in humans. Here we develop such a method that builds
on distortion-product otoacoustic emissions (DPOAEs) related to the temporal fine structure of the voiced parts of speech (speech-
DPOAEs).

INTRODUCTION

Understanding speech is crucial for human interaction and communication [1]. Humans are indeed experts at under-
standing speech even in adverse listening conditions such as loud background noise in a noisy restaurant, coffee shop
or in traffic.

Our ability to understand speech in noise is, however, vulnerable. Hearing impairments affect more than 16% of
the adult population in the E.U., and more than 5% in children [1, 2, 3, 4, 5]. Moreover, hearing impairments progress
with age and are hence a particular problem in the E.U.’s aging society: 40% of people above age 50 and 70% of those
above age 70 have some form of hearing disorder. Such hearing impairment impacts first and foremost the ability to
understand speech in noisy backgrounds, and current hearing aids are unfortunately of little help [6]. The resulting
difficulties in communicating in many social settings have major effects on an afflicted person’s personal, social and
economic development [4, 7].

A better diagnosis of hearing impairment as well as the development of corresponding treatments require a better
understanding of the neural pathways of hearing, and in particular of the neural mechanisms that allow a healthy person
to understand speech in noise. This issue has traditionally been tackled by investigating the underlying processes in
the ear and brain through simple acoustic signals such as pure tones or clicks. As an example, pure-tone audiometry
uses pure tones of different frequencies to assess the hearing threshold of a subject at those frequencies. As another
example, click-evoked auditory brainstem responses record the electrical activity of the brainstem at different latencies
when a subject hears a series of short clicks. These methods are highly useful for assessing the basic functioning of
different parts of the auditory system, such as the inner ear and the auditory brainstem. However, they do not fully
reveal the neural mechanisms that allow us to process more complex signals such as speech in background noise.

Recent research has therefore sought to measure neural responses to natural speech, and therefrom learn more about
the neural mechanisms of speech processing. An important example concerns the neural response to the temporal fine
structure of speech. Many parts of speech are voiced, originating from vibrations of the vocal fold. The vibration
occurs at the so-called fundamental frequency, typically between 100 - 300 Hz. This frequency as well as its many
higher harmonics constitute the so-called temporal fine structure and carry most of the acoustic energy of a voiced
speech segment. When measuring the neural response to running speech through electroencephalography (EEG) or
magnetoencephalography (MEG), a strong signal can be found at the fundamental frequency, as well as, to a much
lower degree, at the higher harmonics. This response presumably arises predominantly from the auditory brainstem,
although recent work has also identified cortical contributions as well [8, 9, 10, 11].

The neural response at the fundamental frequency of speech has traditionally been studied using many repeated
presentations of the same short speech token, such as a single syllable [12]. We as well as others, however, recently
developed the statistical methodology to measure this neural response in running speech [13, 14]. To deal with the
time-varying nature of the fundamental frequency in natural speech, we first extracted a waveform that, at each time
point, oscillates at the fundamental frequency. In a second step, we then related that waveform to the EEG recordings
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obtained when a person listened to the corresponding speech. The relation allowed to infer both magnitude and latency
of the neural response [13, 15].

Importantly, our work on the neural response at the fundamental frequency of speech showed that this neural signal
is consistently modulated by selective attention [16]. Because the neural response to the fundamental frequency of
speech arises predominantly in subcortical structures such as the inferior colliculus, the modulation of this response
through selective attention likely involves efferent feedback from the auditory cortex to these subcortical areas [17,
18].

An important part of the auditory system for which responses to natural speech have not yet been measured is
the inner ear. The inner ear houses the mechanosensitive hair cells that transduce the mechanical sound vibration
into electrical signals. Strikingly, through a so-called active process, these hair cells also mechanically amplify weak
sound stimulation [19, 20]. Otoacoustic emissions (OAEs) are generated as a byproduct of the amplification [21].
As an example, when stimulated with two frequencies, so-called distortion-product otoacoustic emissions (DPOAEs)
emerge at other frequencies that correspond to linear combinations of the primary ones. These sounds can be measured
with a sensitive microphone in the ear canal.

DPOAEs have so far almost exclusively been elicited by pure tones, such that the emissions are pure tones as well.
These measurements have established DPOAEs as a highly useful diagnostic test of the inner ear’s functioning that is
widely applied to assess hearing in newborns [22].

Importantly, DPOAEs as well as other types of OAEs have also been employed to show that the inner ear’s activity
can be influenced by efferent feedback from higher neural processing centers. In particular, the inner ear’s outer
hair cells that provide mechanical feedback and generate the DPOAEs are innervated by the medial olivocochlear
(MOC) bundle. Activation of this bundle, for instance through ipsilateral or contralateral noise, leads to a reduction
of mechanical activity of the outer hair cells and thereby to a reduction of DPOAEs (MOC reflex) [23, 24].

Computational studies have shown that the regulation of cochlear activity through the efferent feedback can aid
speech processing [25]. Such efferent feedback can, for instance, help to filter out unwanted background noise by
reducing the amplification at cochlear locations that lie inbetween locations at which resolved harmonics of the target
speech are detected. The efferent feedback to the cochlea could therefore contribute significantly to speech-in-noise
comprehension, and could explain a portion of the attentional modulation of the neural response to the temporal fine
structure of speech that we have measured earlier [13, 15]. On the other hand, impairment with this pathway could
constitute one form of speech-in-noise difficulty.

However, due to the complexity of speech, the contribution of the active feedback in the inner ear to speech pro-
cessing has not yet been investigated.

Methods and Results

Our approach to measure speech-DPOAEs, that is, DPOAEs related to the temporal fine structure of speech, was as
follows (Figure 1A). We first extracted two waveforms wP1 and wP2 that corresponded to two nearby harmonics of
the fundamental frequency f (t) of a speech signal, say to a( f (t) and b f (t) with a and b two close integers. The two
waveforms were obtained by bandpass-filtering the speech signal in a narrow region of the frequency range of the
corresponding harmonics.

If the speech signal was monotone, that is, if the fundamental frequency f (t) was constant at a value f , the wave-
forms wP1 and wP2 would simply be sinusoidal oscillations at the constant frequencies a f and b f of the corresponding
harmonics. In natural speech, however, the fundamental frequency varies over time, such that the frequencies of the
harmonics vary as well. The waveforms wP1 and wP2 are therefore not sinusoidal, although, on a short temporal scale,
they appear similar to a sinusoidal oscillation at the waveform’s instantaneous frequency a f (t) or b f (t).

Because the waveforms wP1 and wP2 are narrow-band signals, the cochlear activity elicited by them is likely similar
to that in response to a pure tone (Figure 1B). In particular, the two waveforms will elicit traveling waves on the
basilar membrane that peak at near the characteristic place of the instantaneous frequencies a f (t) and b f (t) of the two
waveforms. In the overlap regions of the peak, the cochlear nonlinearity will then produce distortion, such as at the
cubic distortion frequencies 2a f (t)−b f (t) = (2a−b) f (t) and 2b f (t)−a f (t) = (2b−a) f (t). These cubic distortion
frequencies are therefore again harmonics of the speech signal’s fundamental frequency f (t).

In the case of monotone speech, the cubic distortion signals would be pure tones, at the constant frequencies
(2a−b) f and (2b−a) f . Both the stimulation signals wP1 and wP2 and the speech-DPOAEs could then be measured
through the Fourier transform of a microphone recording in the ear canal. In particular, the stimulation signals would
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FIGURE 1. Principle of speech-DPOAEs. A, One ear is stimulated with speech. DPOAEs related to the harmonic structure
of that speech signal can then be evoked and recorded from the contralateral ear. To this end, two waveforms wP1 and wP2 that
correspond to two nearby harmonics of the fundamental frequency of the speech signal are delivered. The nonlinear activity in
the cochlea leads to the generation of distortion products, and hence to the emission of a wave wDPOAE. This emission can be
measured by correlation the acoustic signal in the ear canal with the waveform wDPOAE. B, The distortion product is generated by
the cochlear nonlinearity, presumably in the overlap region of the peaks of the traveling waves elicited by wP1 and wP2.

be evident through peaks at the frequencies a f and b f , and the cubic DPOAEs through peaks at the frequencies
(2a−b) f and (2b−a) f .

Because the fundamental frequency of natural speech varies, neither the stimulation waveforms nor the resulting
speech-DPOAEs will be apparent in the Fourier transform of the microphone recording. To assess these emissions, we
instead employed a technique that we recently used to measure the neural response at the fundamental frequency [13].
There, we computed the cross-correlation of the expected waveform wDPOAE with the microphone recording. If the
microphone recording contains an emission at the time-varying distortion frequency, the cross-correlation will exhibit
a peak at the delay of the emission. The peak will be the broader the more narrow-band the waveform wDPOAE is.
In particular, for monotone speech where the emission consists of a pure tone, the peak will be infinitely broad. For
natural speech, however, where the emission varies across a certain frequency range, the peak in the cross-correlation
will have a finite width, allowing to assess the presence of the emission as well as to obtain an estimate of its latency.

Of course, this technique can not only be employed to measure the presence of the emission waveform wDPOAE in
the microphone recording, but also those of the stimulation waveforms wP1 and wP2.

To put these ideas to the test, we constructed waveforms that oscillated at three nearby harmonics of the fundamental
frequency of a voiced speech signal, the 7th, the 9th, and the 11th (Figure 2). We stimulated one ear (contralateral
to the ear to which the speech stimuli were presented) with two of these three harmonics, the 9th and the 11th. We
measured the signal in the ear canal with a very sensitive microphone (ER10X, Etymotics). )We verified the presence
of the stimulation waveforms w9 and w11 in the ear canal through computing the cross-correlation of the waveforms
with the microphone recording. Both cross-correlation showed pronounced peaks at the delay of 0 ms, evidencing
that both waveforms were present instantaneously in the ear canal where they were generated by small speakers.

The inner ear’s nonlinear distortion then created a signal, amongst others, at the 7th harmonic. We measured this
signal by cross-correlating the microphone recording with the waveform w7 that corresponded to the 7th harmonic.
The cross-correlation showed a peak at a delay of about 2.2 ms, in line with estimates of the temporal delay that is
required for the stimulation signals to propagate into the inner ear and for the distortion product to propagate back
from its generation site to the middle ear and the ear canal. This showed that the distortion signal was indeed present
in the ear canal.

We repeated the measurement, but this time positioning the DPOAE probe with the speakers and microphone out-
side the ear canal (Figure 2B, D, F). The stimulation waveforms w9 and w11 were still present in the microphone
recording, as evidence by pronounced peaks in the corresponding cross-correlation. The waveform w7 that corre-
sponded to a distortion product, however, did not yield a peak in the cross-correlation. The speech-DPOAE could
therefore not be detected in the microphone recording. This verified that the speech-DPOAE observed above was
indeed produced by the inner ear and not by the DPOAE probe itself.

Discussion

We have proposed a method to measure DPOAEs related to the temporal fine structure of natural speech. The method
extracts waveforms of the harmonics of the time-varying fundamental frequency of a speech signal. It then employs
two waveforms at nearby frequencies to stimulate the cochlea. The resulting speech-DPOAE emerges at another
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FIGURE 2. An example of recorded speech-DPOAEs. A,C,E, We presented a subject with the waveforms w9 and w11, corre-
sponding to the 9th and 11th harmonics of a speech signal, in the contralateral ear, and recorded the sound with a microphone
in the same ear. A,C, We show the correlation of the microphone recording with the waveforms w9 and w11 as red lines. We
also show the correlation with these waveforms shifted by 90 degrees (blue line) as well as the envelope of the cross-correlation
(black line). The cross-correlations of the microphone exhibits a peak at 0 ms, confirming that the microphone is picking up the
sound. E, The cross-correlation of the microphone recording with the waveform w7 of the corresponding DPOAE shows a peak
at a latency of 2.2 ms, evidencing an otoacoustic emission at this delay. B, D, F, When the OAE probe is placed outside the ear
canal, the microphone in the probe still detects the signals that are played by the probe (B,D), but not the otoacoustic emission (F),
confirming that the speech-DPOAE w7 is generated by the inner ear and not by the measurement device.

waveform and can be measured through cross-correlation of the waveform with a microphone recording from the ear
canal.

In our work on verifying this methodology, we have stimulated one ear with the speech signal, and measured the
speech-DPOAEs from the contralateral ear. Future work may extend this method to measure speech-DPOAEs from
the ipsilateral ear as well.

Importantly, the speech-DPOAEs allow to assess cochlear responses to natural speech in humans in a non-invasive
manner. Natural speech has recently received increased attention. In particular, we have shown that, through efferent
feedback, the early neural response at the fundamental waveform is already modulated by selective attention to one
of two competing talkers [13]. The attentional modulation can allow to decode the attentional focus of a listener
from short segments of EEG recordings, suggesting potential applications in mind-controlled auditory prosthesis
that decode a listener’s attention from neural recordings and then use it to steer the prosthesis towards the target
of attention [26]. In addition, and pointing towards clinical applications, we have shown that the strength of the
attentional modulation relates to a subject’s ability to understand speech in noise [27].

Because the efferent feedback extends to the inner ear, the latter might be involved in selective attention to speech
as well. We have already started to investigate this issue through the use of our speech-DPOAEs [28]. Our results
provide tentative evidence that the speech-DPOAEs are larger when the corresponding speech signal is attended then-
https://www.overleaf.com/project/620b719042daa8a0a93cd1ec when it is ignored. In the future, it will be important
to further investigate such attentional effects, for instance regarding the issue of resolved versus unresolved harmonics
of speech. Moreover, it will be interesting to see how such attentional effects link to deficits with speech processing,
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such as speech-in-noise impairments.
For potential medical applications of speech-DPOAEs, it is worth considering the clinical implications of a recent

breakthrough in our understanding of neural speech processing, namely the tracking of speech rhythms in the audi-
tory cortex. In this regard, the neural activity in the theta frequency band (4 - 8 Hz) has been shown by my research
group and others to reflect largely the processing of lower-level acoustic aspects of speech, while the slower delta
frequency band (1 - 4 Hz) contains information on linguistic aspects of speech processing, including on speech com-
prehension [29, 30, 31, 32]. The neural tracking of speech rhythms is further modulated by selective attention: when
listening to one of two competing talkers, for instance, the cortical activity tracks the speech rhythms of the attended
speaker more than those of the unattended talker [33, 34, 35].

These novel insights are now being employed towards a better understanding of neurological impairments. Both
autism and dyslexia, for instance, have already been linked to impairments with the cortical tracking of speech
rhythms [36, 37, 38]. Moreover, disorders of consciousness have been shown to be better assessible when includ-
ing the neural tracking of speech in the diagnostic toolkit [39]. While such applications are still in their infancy, they
demonstrate the potential of using running speech, rather than simpler speech tokens or yet simpler acoustic signals,
for better understanding our hearing system as well as for diagnosing neurological impairments. Whether efferent
feedback to the cochlea is involved as well, and if so, in which manner, is an exciting research topic that can now be
studied.
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