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Humans comprehend speech in noisy environments more effectively when they can see the talker’s facial
movements. While the benefits of audiovisual (AV) speech are well established, the specific visual features
that support this enhancement and its underlying neural mechanisms remain unclear. Here, we examine
how simplified facial signals that preserve structural and dynamic information affect AV speech-in-noise
comprehension as well as neural speech tracking. In a behavioural experiment, participants viewed natural
or progressively simplified facial videos while listening to short sentences in background noise. Visual stimuli
included natural facial recordings, coarse facial outlines, and a simple geometric analogue of visual speech—
a disk whose radius oscillated with the speech envelope. In an EEG experiment, we assessed how the
progressively simplified visual signals influenced cortical tracking of the speech envelope during continuous
AV speech. Behaviourally, we found that comprehension improved with increasing visual detail, while the disk
provided no AV benefit, underscoring the importance of dynamic facial cues. For the EEG experiment, only
the most natural visual signals enhanced delta-band (1-4 Hz) temporal response functions (TRFs) relative to
audio-only stimulation, peaking around 180 ms. This neural enhancement correlated with behavioural benefit
across participants. Theta-band effects were weaker and less consistent, suggesting a more limited role in
AV integration. Together, these findings highlight the importance of facial detail in AV speech perception,
with natural visual input driving stronger delta-band tracking and potentially reflecting alignment of auditory
processing with word-level visual cues.
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1. Introduction 1.1. Behaviour and facial features

Understanding speech in noisy environments is aided by integrating
auditory information with visual cues from a speaker’s facial move-
ments. Audiovisual (AV) integration enhances speech comprehension,
especially under difficult listening conditions—a phenomenon known
as inverse effectiveness (Sumby and Pollack, 1954; Ross et al., 2007;
Grant and Seitz, 2000). People with auditory processing difficulties,
such as older adults and those who are hard of hearing, rely more on
visual cues and benefit more from them than individuals with typical
hearing (Sommers et al., 2005; Puschmann et al., 2019). Yet, the spe-
cific visual features and neural mechanisms supporting AV integration
remain poorly understood.

* Corresponding author.
E-mail address: tobias.j.reichenbach@fau.de (T. Reichenbach).
1 These authors contributed equally to this work.

https://doi.org/10.1016/j.neuroimage.2025.121654

During audiovisual speech perception, visual features from a talker’s
face must be processed into cues that complement the auditory signal.
These cues can be temporal — relating to speech rhythm and timing —
or categorical, aiding in distinguishing phonemic classes such as place
and, to a lesser extent, manner of articulation (Summerfield, 1992;
Peelle and Sommers, 2015).

Early studies sought to identify facial regions, such as the lips,
jaw, tongue, and other articulators, that convey key visual cues. Sum-
merfield (1979) found that viewing the lips alone provided an AV
benefit, but a simplified point-light analogue with just four lip dots
did not. Later, Rosenblum et al. (1996) showed that increasing the
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number of lip dots restored the benefit, and systematically adding
point-lights to other oral and extra-oral areas further enhanced it.
These findings suggest that the most important visual features are
concentrated in the oral region, and the ability to form a mouth-area
percept is especially crucial. Nevertheless, extra-oral facial features
still contribute to AV benefit: subsequent research has indicated that
overall facial configuration could be an important feature for AV speech
perception (Rosenblum et al., 2000; Thomas and Jordan, 2004).

Surface-level features have also been examined in the literature. Mc-
Cotter and Jordan (2003), Jordan et al. (2000) found that colour had no
effect on AV speech enhancement, and luminance inversion produces
only a small reduction in benefit. Erber (1979) explored texture by
presenting participants with AV speech in which the talker’s face was
positioned behind a Plexiglas sheet. The distance between the face and
the sheet was varied to parametrically control the degree of blurring
observed by participants. As blurring increased, lipreading performance
in quiet conditions rapidly deteriorated, a result the authors attributed
to the fact that only gross oral kinematics (and thus gross temporal
cues) were available under high levels of blur.

The Plexiglas manipulation in Erber (1979) degraded all facial
texture, including edges — sharp transitions in luminance or contrast —
that delineate facial structure. Vision science has long highlighted edges
as crucial for spatial and object perception (Gibson, 1950; Troscianko
et al.,, 2008). In visual speech, they may help delineate articulators
(e.g., lips, jawline) to support place-of-articulation cues, and enhance
temporal precision by making movement onsets more salient. Despite
their theoretical importance, facial edges have yet to be systematically
isolated in AV speech perception research.

Despite the adverse effects of heavy blurring in Erber (1979), a
substantial AV benefit remained for both adults with typical hearing
and children with severe hearing loss. This was likely due to availability
of gross oral kinematics even under heavy blur, which could have
provided cues for the timing of speech. Appealing to this idea, some
researchers have explored whether abstract geometric visualisations of
the timing of speech can result in an AV benefit (Yuan et al., 2020,
2021b,a; Summerfield, 1979; Benz et al., 2025b). In these studies, the
visual signals were modulated by the acoustic amplitude envelope,
which has been shown to be moderately-to-strongly-correlated with
the area of mouth opening and could serve as a suitable proxy for
this aspect of visual speech (Grant and Seitz, 2000; Chandrasekaran
et al., 2009). Results in this direction remain mixed, and the specific
visual-acoustic conditions required to elicit a reliable AV benefit remain
unknown.

1.2. Neurobiology of audiovisual integration

Neurophysiological and neuroimaging studies demonstrate that AV
speech integration relies upon a distributed network involving classical
multisensory regions and early sensory cortex (Kayser et al., 2010;
Meredith and Stein, 1986). These findings suggest a multi-stage model
involving both bottom-up convergence and top-down feedback (Choi
et al., 2018; Stein and Stanford, 2008). Other authors have suggested
a role of neuronal oscillations in multisensory integration (Hickok
and Poeppel, 2007). For example, visual speech could entrain low-
frequency oscillations — particularly in the delta (1-4 Hz) and theta
(4-8 Hz) bands — which modulate auditory cortical excitability and
align auditory processing with visual timing cues (Park et al., 2016;
Schroeder et al., 2008).

Human  electro-encephalography  (EEG) and  magneto-
encephalography (MEG) studies increasingly use naturalistic stimuli,
such as audiobooks paired with visual facial recordings, to investigate
AV integration. Neural encoding and decoding models can be used to
characterise the neural representation of continuous speech features
such as the amplitude envelope (Holdgraf et al., 2017; Crosse et al.,
2021). Indeed the amplitude envelope of auditory speech is robustly
tracked in neural responses, and preliminary evidence suggests that
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subtle eye movements may align with this feature as well (Ding
and Simon, 2014; Jin et al.,, 2018; Gehmacher et al., 2024). In one
study, Crosse et al. (2016b) used decoding models to compare neural
tracking of the speech envelope under AV versus unisensory stimu-
lation, finding a superadditive increase in envelope tracking in the
AV condition. Their neural measure of AV gain showed the strongest
effects in the delta band (1-4 Hz), coinciding particularly with the
timescale of words. Subsequent work from the same group revealed
integrative effects for higher-level linguistic features as well O’Sullivan
et al. (2021). These findings extend behavioural results, highlighting
the role of both temporal and categorical cues in AV speech integration.

Some continuous-speech studies employ manipulated visual stim-
uli to examine the effects of particular features on AV integration.
In an MEG study, Reisinger et al. (2025) found that neural track-
ing of mouth movements increased under noisy conditions, and that
individuals with stronger visual tracking showed greater declines in
comprehension when the oral region was occluded, thus highlighting
the potential for neural data to provide an objective index of behaviour.
Similarly, Wikman et al. (2024) applied digital blur to speakers’ faces
in a cocktail-party setting, finding texture degradation reduced both
attentional enhancement of auditory tracking as well as a neural marker
of semantic processing. These results suggest that visual cues support
not only attention but also higher-level linguistic processing.

1.3. Motivations for this study

The present study examined the behavioural and neural conse-
quences of simplifying visual speech signals, not through global manip-
ulations like blurring, but by removing surface texture while preserving
the full structural integrity of the face (Fig. 1). In addition to assessing
behavioural outcomes, we investigated neural envelope tracking during
AV speech perception with natural and simplified moving faces. To our
knowledge, no previous neural tracking study has explored how simple
geometric representations of the speech envelope influence audiovisual
speech encoding. To this end, we introduced a highly simplified visual
signal: an animated disk whose radius oscillated in synchrony with the
amplitude envelope of the auditory speech.

2. Materials and methods

2.1. Experimental design and data analysis

We combined behavioural measures of speech-in-noise comprehen-
sion with EEG recordings of neural responses to audiovisual speech. In
both experiments, participants were presented with the same set of vi-
sual stimuli, ranging from natural facial recordings to highly simplified
geometric signals. The visual signals (shown in Fig. 1) varied mono-
tonically in their degree of naturalism. The face-like stimuli preserved
global facial structure and varied systematically in edge coarseness and
fine textural detail. Speech was delivered in background noise at a fixed
signal-to-noise ratio (SNR). In the behavioural experiment, participants
were stimulated with audio-only and audiovisual sentences. In the EEG
experiment, they also viewed visual-only stimuli to enable calculation
of neural audiovisual gain by comparing AV responses to unimodal
responses, following the approach of Crosse et al. (2016b). EEG data
were analysed using linear models relating the speech envelope to EEG
signals filtered in different frequency bands, and the models were then
compared to the outcomes of the behavioural speech comprehension
experiment.
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Fig. 1. Schematic of the experimental setup. A, We assessed the comprehension of audiovisual speech in noise by presenting subjects with syntactically correct
but semantically unpredictable sentences. We then measured neural EEG responses to continuous audiovisual narratives with EEG. B, For the visual stimuli,
we employed simplified signals as well as natural talking faces. The simplified visual stimuli were, in order of least-natural to most-natural, a disk with a
temporally-varying radius that was proportional to the speech envelope (“Animated disk”), a cartoon that consisted of outlines of the natural face (“Cartoon”), an
edge-filtered version of the natural face (“Edge”), and the original facial recordings (“Natural”). We also included a disk with a diameter that varied in relation
to the envelope of an unrelated speech signal (“Mismatched disk”) as a control signal. The facial signals preserved global facial structure whilst varying the level

of fine textural detail and facial edge fidelity.

2.2. Participants

Behavioural data and EEG recordings were obtained from 24 par-
ticipants. Volunteers were young adults between the ages of 18 and
29 with a mean age of 22 years. Eleven participants self-identified as
female and thirteen as male in a written questionnaire. All participants
also self-identified as right-handed native English speakers with no
reported history of neurological disorders or hearing difficulties. The
EEG data of two female and three male participants were unfortunately
lost due to a faulty connection in the EEG recording equipment. For
consistency, the behavioural data for these participants was left out of
the analysis as well.

Participants were free to choose whether to have the behavioural
data as well as the EEG data measured on the same day, or on two
different days within two weeks. Of the 19 participants included in
the final dataset, 9 completed both the behavioural and EEG sessions
on the same day, and 11 completed them on separate days. To assess
potential bias, we compared overall behavioural performance between
these subgroups and found no significant differences (same: n = 9,
mean = 60.48, sd = 8.62, diff: n = 10, mean = 58.35, sd = 6.00,
Welch t-test: stat = 0.618, p = 0.5465). We also looked at performance
on the questions regarding the context or specific details of the story
which were asked after each passage of the EEG study (same: n = 9,
mean = 1.90, sd = 0.38, diff: n = 10, mean = 1.94, sd = 0.21, Welch
t-test: stat = —0.263, p = 0.7971) and found no significant difference.

The research was approved by the Imperial College Research Ethics
Committee. All participants gave their written informed consent before
the experiment and were compensated for their time.

2.3. Audio stimuli

To increase listening effort and prevent ceiling effects in the be-
havioural experiment, the target speech was presented in speech-
shaped noise. The stationary noise stimuli were created by randomising
the phase of the concatenated speech signals in the Fourier domain.
Specifically, an FFT was applied to the full time series of each the
concatenated speech waveform of a randomly selected subset of the
corpus, the phase spectrum was randomised, and the inverse FFT was
taken to generate the noise signal, which preserved the long-term
spectral profile of the original utterance.

The signal-to-noise ratios (SNRs) of the noisy speech signals were
—8.82 dB and -2 dB for the behavioural and EEG experiments, re-
spectively. In our prior work, we found that these values resulted in
mean comprehension levels of about 50% (under auditory stimulation
only) for both the behavioural task as well as for the longer narratives
that we employed in the EEG experiment (Varano et al., 2022, 2023).
The higher SNR of the EEG recordings reflected the fact that compre-
hending the complex stories was more difficult than understanding the
keywords in the single sentences of the behavioural experiment.

2.4. Visual stimuli

Five different visual conditions were employed in the behavioural
and EEG experiments (Fig. 1). All visual signals were presented against
a dark background. In the “Natural” condition, a video recording of
the talker’s face was presented. This was the most natural and highly
textured visual signal that we employed.

The second-most-natural visual signal was the “Edge” signal, gener-
ated by applying the Canny edge detection algorithm (Canny, 1986) to
the natural facial recordings (using the FFmpeg implementation: £fm-
peg -1 input -filter:v edgedetect=low=0.1:high=0.4:
mode=wires out). This processing produced videos consisting of
moving white edges that preserved global facial structure while re-
moving most of the fine textural detail. The mouth opening area was
clearly marked, but the internal articulators (tongue and teeth) were
often difficult to discern.

The least natural face-like stimulus was the “Cartoon” signal, gen-
erated by processing the natural facial videos using the OpenFace
2.0 toolkit (Baltrusaitis et al., 2016). Facial landmarks corresponding
to features such as the eyes and lips were connected with white
lines to create a simplified, cartoon-like animation. Compared to the
“Edge” signal, this representation conveyed facial structure through
more coarse edges and omitted smaller features that survived Canny
edge detection. As a result, the Cartoon stimulus was devoid of texture.

The simplest visual signal, the “Animated disk”, consisted of a
white disk with a radius proportional to the temporal envelope of
the accompanying speech signal. The envelope was computed by low-
pass filtering the absolute value of the analytic speech signal (cutoff
frequency 12 Hz, 4th order Butterworth filter, zero-phase behaviour
through forward-backward filtering).
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In the “Mismatched disk” condition, we presented an animated
disk which was derived from a speech signal unrelated to the actual
auditory stimulus; both envelopes were derived from material nar-
rated by the same talker, however. In the behavioural experiment,
the visually-presented envelope was taken from a different, randomly-
selected sentence in the GRID audiovisual corpus; in the EEG experi-
ment, it corresponded to the speech envelope from a different chapter
of the same audiobook in the AVbook corpus. The purpose of this sham
stimulus was to distinguish which effects of the animated disk condition
were due to the congruent nature of the audio and the visual signal, and
which resulted merely from the fact that there was an animated disk
presented visually.

2.5. Presentation hardware and software

The audio stimuli were delivered diotically at a sound pressure level
of 70 dB(A) using ER-3C insert earphones (Etymotic, USA) through a
high-performance sound card (Xonar Essence STX II, Asus, USA). The
sound level was calibrated with a Type 4157 ear simulator (Briiel &
Kjeer, Denmark).

The visual signals were delivered through a 144 Hz, 24-inch flat-
screen monitor (24GM79G, LG, South Korea) set at a refresh rate
of 120/1.001 Hz. The audiovisual latency was calibrated using two
photodiodes (Photo Sensor, BrainProducts, Germany) and an acoustic
adapter (StimTrak, BrainProducts, Germany) with which the timing of
the continuous audiovisual speech material was recorded (Varano et al.,
2023). A negligible audiovisual asynchrony of 8 + 4 ms lag of the audio
versus the visual stimuli was thus achieved.

2.6. Design of the behavioural experiment

Speech-in-noise comprehension can be measured with high accu-
racy when presenting subjects with semantically unpredictable sen-
tences and scoring the percentage of words that they understood
correctly. We therefore employed the meaningful, syntactically valid,
but semantically unpredictable sentences from the GRID corpus to
measure the audiovisual speech-in-noise benefit for the five differ-
ent visual conditions (Cooke et al.,, 2006). GRID corpus sentences
are six-word commands of the form: verb COLOUR preposition
LETTER/DIGIT adverb (such as place GREEN at P 2 now), and
are composed from a limited dictionary (Table 1). The participants
were asked to report the colour, letter, and digit in each sentence,
with the remaining words acting as syntactic cues. Of the 33 speakers
available in the GRID corpus, four were selected for their lack of a
strong accent (speakers 12, 19, 24, and 29, two of them male, two
female). Speakers were rotated pseudorandomly selected for each trial
such that participants could not predict the next speaker but such
that the distribution was balanced across conditions. Each sentence
was chosen randomly from a pool of all 1000 sentences from each of
the four speakers, and presented in speech-shaped noise at an SNR of
—8.82 dB.

The experiment consisted of 324 three-second GRID sentences (tri-
als), which were presented in blocks of six sentences. All sentences
within a single block were presented with the same visual condition;
this was either one of the five conditions described in Section 2.4, or
else the block was an audio-only block. The order of the six possible
audiovisual conditions was randomised after every sixth block, and was
different for every participant. Each participant therefore listened to 54
sentences in each of the six conditions. The participants took a brief rest
for one minute between successive rounds of nine blocks.
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Table 1

Structure of GRID corpus sentences employed in the behavioural experiment.
Command Colour? Preposition Letter” Digit® Adverb
Bin Blue At A-Z 0-9 Again
Lay Green By excluding Now
Place Red In w Soon
Set White With Please

2 The keywords on which participants were scored.

2.7. Behavioural data acquisition and analysis

A graphical interface was shown after the presentation of each
sentence. Participants were presented with incomplete sentences, with
the correct non-keyword terms displayed, and asked to complete the
sentence by filling in the keyword terms that they had heard. This
setup allowed for blind data collection and automatic computation
of the comprehension scores. The setup was also blind with respect
to the “Animated disk” and the “Mismatched disk” stimuli types:
participants were not informed of the mismatched nature of half of
these audiovisual stimuli before the start of each block.

The score for each trial was expressed as the fraction of keywords
correctly identified. The final behavioural score s for each type of
audiovisual stimulus and for each participant was then computed by
averaging across the different trials and rounds. For each partici-
pant, the audiovisual gain GESh' for a certain visual condition v was
computed as the difference between the corresponding audiovisual
comprehension score s,, and the comprehension score for the audio-
only condition, s,, expressed as the percentage of the total possible
improvement (Sommers et al., 2005):

GO = 100 X (54, — 5,)/(1 = 5,). €}

Homoscedasticity and normality checks with subsequent two-sided
paired-samples t-tests were conducted to identify statistically signifi-
cant differences in the audiovisual gain elicited by the different types
of visual stimuli. The tests were conducted on all combinations of
conditions, as well as between each condition and zero, corresponding
to no gain. A two-step Benjamini-Hochberg procedure was employed
to control the false discovery rate (FDR) for multiple comparisons.

2.8. Design of the electroencephalography experiment

The presentation of the single sentences in the behavioural study
resulted in about 2:40 min of speech presentation per audiovisual
condition. Because the EEG measurement of neural speech tracking
requires recording durations of about ten minutes or more for reli-
able results, this amount of speech data was not sufficient for this
purpose. We therefore presented subjects with continuous audiovisual
narratives, namely passages 3 through 57 of the AVBook corpus that
we recorded recently (Varano et al., 2023). This corpus consists of
audiovisual recordings of two actors reading the same 59 passages of
a non-fiction historical account into a high-frame-rate video camera.
The 55 selected passages had an average duration of 112 s. To reduce
variance in the data, only the recordings of the female actress were used
in this experiment, since she exhibited particularly clear articulation,
as assessed through subjective ratings of clarity and naturalness during
pilot testing. The first two passages of the corpus were presented to
participants in the audio-only modality during EEG setup.

Each passage was presented in one of three modalities: audio-only
(A), audiovisual (AV') or video-only (V). In the audio-only and audiovi-
sual conditions, the speech signals were combined with speech-shaped
noise at an SNR of —2 dB as described above. The five visual conditions
described in Section 2.4 gave rise to five video-only conditions and to
five audiovisual conditions (the “Animated disk” and the ‘“Mismatched
disk” stimulus types are equivalent in the visual-only modality — this
was overlooked and both were recorded anyway.). The EEG recordings
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therefore utilised a total of eleven conditions across all three modalities,
with a total of five passages (approximately 560 s) per condition.

For each participant, the order of conditions was pseudo-
randomised in a way that avoided presenting more than two passages
in the visual-only modality consecutively. In order to spread out each
condition evenly across the duration of the experiment, we also ensured
that passages of the same condition were separated by at least five and
no more than fifteen other passages.

To encourage the participants to engage with the story presented
in the EEG experiment, four multiple-choice questions regarding the
context or specific details of the story were asked after each passage.
These questions were not designed to be used as a behavioural measure
of speech comprehension, and the answers were occasionally obvious
or predictable. A short written summary, presented after the questions,
allowed the participants to catch up with the story after each passage
in case the background noise or the visual-only modality had impeded
their understanding.

2.9. Electroencephalography data acquisition

The EEG measurements were obtained from a multichannel EEG
amplifier (actiCHamp, BrainProducts, Germany) and a 64-channel ac-
tive electrode cap (Easycap, BrainProducts, Germany). For the purpose
of aligning the original stimuli and EEG recordings during offline pro-
cessing, the audio presented to the participants was recorded through
an auxiliary input to the amplifier using the StimTrak pass-through
device (BrainProducts, Germany). A timing signal from the display was
also recorded through an auxiliary channel using a photodiode (Photo
Sensor, BrainProducts, Germany). The recordings were obtained at a
sampling rate of 1 kHz with a frontal reference (Fz). The impedances
of the electrodes were typically below 10 kQ.

2.10. Data pre-processing

The speech envelope for each passage was extracted by applying
a Hilbert transform to the clean speech signal and taking its absolute
value. The resulting envelopes were then low-pass filtered below 12 Hz
using a one-pass finite impulse response (FIR) filter (order 76,947,
delay-compensated) and subsequently downsampled to 50 Hz. To en-
sure precise temporal alignment between the speech envelope and the
EEG recordings, cross-correlation was performed between the recorded
audio (captured via StimTrack, see Section 2.5 above) and the clean
speech signal. Additionally, synchronisation between the auditory and
visual stimuli was verified using the photodiode channel (Section 2.5).

The EEG data pre-processing was performed in MATLAB using
EEGLab 2022.0 and ICLabel 1.3 (Delorme and Makeig, 2004; Pion-
Tonachini et al., 2019). First, a band-pass filter (1-80 Hz) was ap-
plied before resampling the EEG data to 200 Hz. Next, bad channels
were automatically detected and removed using the EEGLAB function
clean_artifacts (), which flags channels with abnormal statistics
(low correlation to other channels, poor predictability, or atypical spec-
tral content), followed by interpolation of the removed channels with
the EEGLAB function eeg_interp(), which performs a spherical
spline interpolation based on the original 64-channel montage. The
function clean_artifacts() was called with the default argu-
ments of EEGLab (with the exception of the highpass filter options,
which were disabled since the EEG measurements were already high-
pass filtered). These default parameters correspond to conservative
labelling of EEG channels as “bad”. Finally, automatic rejection of
artifact ICA components was performed using ICLabel: specifically,
independent components classified as artifactual with a probability of
at least 85% were rejected; artifacts labelled as “Brain” or “Other” were
not rejected. This threshold corresponds to a conservative rejection of
independent components. To improve computational efficiency when
fitting the encoding models, both the EEG and speech envelope signals
were subsequently resampled to 50 Hz using an anti-aliasing polyphase
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filter. The full pre-processing pipeline is available at https://github.
com/enricovara/enricolCA.

We examined neural responses in two frequency bands relevant to
neural envelope tracking: the delta band (1-4 Hz) and the theta band
(4-8 Hz). Narrow-band EEG signals were extracted using MNE’s de-
fault mne.io.Raw.filter () function, which applies a zero-phase,
Hamming-window FIR filter. Zero-phase filtering was ensured by per-
forming a forward and backward pass. All transition bandwidths were
set to 2 Hz. For the delta band, only a low-pass filter with an upper
passband edge at 4 Hz was applied, as the EEG data had already
been high-pass filtered above 1 Hz in the band-pass filtering described
above. Finally, EEG signals in each frequency band were average-
referenced and normalised on a trial-by-trial basis by subtracting the
time-averaged signal of each EEG channel and dividing by its standard
deviation.

2.11. Forward model

We modelled the relationship between EEG recordings and the
temporal envelope of speech using temporal response functions (TRFs)
(Crosse et al., 2016a). The speech envelopes were derived from the au-
dio signal that the participants heard. In the mismatched disk condition,
two separate envelopes were extracted: one from the auditory stimulus
and another corresponding to the mismatched video signal.

The TRFs represent the impulse response of EEG signals across a
range of latencies relative to the temporally aligned speech envelope.
They can be estimated as the parameters f;; in the linear convolutive
model defined in Eq. (2):

L
90 =Y Byx(i =) @)
j=1

Here, §;(t) denotes the predicted EEG signal at channel i and tem-
poral sample ¢, while x(r) represents the speech envelope at temporal
sample ¢. The parameters 7; correspond to the set of latencies (in
samples) at which the impulse response function is explicitly modelled
by the TRF, and L defines the order of the TREF, i.e. the total number
of latencies considered. In our experiments, we modelled L = 125 TRF
latencies ranging from —1 s to 1.5 s.

TRFs were estimated using ridge-regularised least-squares regres-
sion. The solution to this optimisation problem is given in Eq. (3):

Bi=X"X+ D7 XT5, 3
where j, is a vector of dimension L x 1 which describes the estimated
temporal response of the EEG measurements from channel i. In Eq. (3),
¥; is a vector of EEG signals recorded at channel i, and X is a matrix
whose entry X,,, = x(I — t,,) represents a delayed observation of the
speech envelope. The parameter A is the ridge regularisation hyper-
parameter, which stabilises the solution when the covariance matrix
XT X exhibits multi-collinearity (for example due to autocorrelation
in the speech envelope signal from which X is derived), and I is the
L x L identity matrix. It is common to normalise the regularisation
hyperparameter by expressing it as 4 = 4,.e,,, where e,, is the mean
eigenvalue of the covariance matrix X7 X, and 4, is the normalised
regularisation parameter (Biesmans et al., 2017). In this work, we used
a fixed value of 4, = 1.

2.12. Forward model evaluation

We fitted TRFs for all experimental conditions and participants,
excluding those who were removed due to technical issues with the EEG
apparatus. The estimated TRFs for individual participants were then
averaged to compute grand-average TRFs for each condition. To assess
the statistical significance of the grand-average TRFs, we employed
permutation-based cluster tests, a non-parametric statistical approach


https://github.com/enricovara/enricoICA
https://github.com/enricovara/enricoICA
https://github.com/enricovara/enricoICA

E. Varano et al.

commonly used to analyse evoked responses (Maris and Oostenveld,
2007).

Permutation-based cluster tests work by identifying prominent,
spatio-temporally connected “clusters” in the TRFs. We computed a
two-tailed, single-sample t-statistic for every grand-average TRF at
each EEG channel and latency. Clusters were formed by grouping
neighbouring t-statistics that exceeded a predefined threshold. The
cluster test statistic is defined as the size (number of spatio-temporal
samples) of the largest cluster.

To determine statistical significance, we generated a null distri-
bution for the cluster statistic by randomly permuting the signs of
participant-specific TRFs and repeating the procedure outlined above.
By performing this process 5000 times, we obtained a robust estimate of
the null distribution; a p-value for the cluster statistic was then obtained
by computing its percentile relative to this distribution..

A threshold of |¢| = 2.878 was applied to the t-statistics, correspond-
ing to p = 0.01 for a single-sample two-tailed t-test with 18 degrees of
freedom. The permutation-based cluster tests were carried out using
the function mne.stats.spatio_temporal_cluster_lsamp_
test available in the MNE-Python package (Gramfort et al., 2014).

2.13. Neural correlate of behaviour

In our initial analysis plan, we aimed to first estimate unisensory
TRFs by relating the acoustic amplitude envelope of speech to EEG
signals acquired under auditory-only or visual-only stimulation. The
summation of these unisensory response functions would then be com-
pared to a third TRF obtained from EEG data collected under bi-modal
(audiovisual) stimulation. This analysis plan reflects the approach put
forward by Crosse et al. (2016b), who were able to derive a reliable
measure of audiovisual gain from such a comparison. Crucially, those
authors found that such an additive sum of unisensory responses could
capture a high proportion of the variance of the full audiovisual TRF.
However, for our data, we noticed that, whilst the audiovisual TRFs
exhibited a strong likeness to the audio-only TRFs, the visual-only TRFs
possessed spatio-temporal characteristics which were not reflected in
the audiovisual TRFs.

To derive a more meaningful measure of AV gain, we instead
compared AV TRFs directly to audio-only TRFs. With this approach,
we observed AV enhancement in the delta band at a latency of 180 ms.
From this, we developed a measure of neural audiovisual gain as
described in the following.

We computed “difference TRFs” 4f; by subtracting the audio-only
TRF from the corresponding audiovisual TRF:

Ay = F - e @

at each EEG channel i. We then extracted the mean activity of the
difference TRF over two scalp regions. These were first the temporal
regions, i.e. the channels from the set 7 = {F5, F7, F6, F8, FT9, FT7,
FT8, FT10, FC5, FC6, T7, C5, C6, T8, TP9, TP7, CP5, CP6, TPS, TP10,
P5, P7, P8}, and second the central region, i.e. channels from the set
¢ = {F3, F1, F2, F4, FC3, FC1, FCz, FC2, FC4, C3, C1, Cz, C2, C4,
CP3, CP1, CPz, CP2, CP4, P3, P1, Pz, P2, P4} (Fig. 7). The activities
over these scalp regions were averaged across temporal delays ranging
from z,;,, = 120 ms to 7, = 240 ms. We then defined the neural
audiovisual gain as the difference between the averaged difference TRF
in the temporal regions and in the central region:

Tmax

neural _ 1 2 1 3

The temporal delays from 120 ms to 240 ms were chosen based
on the temporal extent of the clusters identified through permutation-
based cluster tests applied to the difference TRFs, and the scalp to-
pographies of the difference TRFs within this time window informed
the choice of the temporal and central regions of interest.
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Table 2

Behavioural audiovisual gain by video type.
Condition AV Enhancement (%) p-value t statistic

Mean SEM (FDR corrected)

Animated disk -1.866 2.581 491 x 107! -0.704
Mismatched disk —4.282 3.846 3.66 x 107! -1.08
Cartoon 11.93 2.398 217 x 1074 4.84
Edge 29.98 3.476 3.08 x 1077 8.39
Natural 50.66 2.349 2.08 x 10713 21.0

Statistical analysis of the audiovisual gain in speech comprehension, for the different
types of visual stimuli. The p-values are corrected for multiple comparisons through a
two-step Benjamini-Hochberg procedure to control the false discovery rate.

Table 3
Pairwise comparisons in audiovisual gain across video types.

Comparison p-value (FDR corrected) 1 statistic
Animated disk Mismatched disk 3.79%x 107! 0.902
Animated disk Cartoon 7.54 x 1074 -4.15
Animated disk Edge 1.11 x 1077 -8.75
Animated disk Natural 6.20 x 10~ -15.7
Mismatched disk Cartoon 9.14 x 10~* -4.01
Mismatched disk Edge 7.24x 1078 -9.26
Mismatched disk Natural 2.50 x 10-1° -13.7
Cartoon Edge 8.10 x 105 -5.23
Cartoon Natural 2.50 x 1071 -13.5
Edge Natural 1.11 x 1077 -8.78

Pairwise comparisons of the audiovisual gain in speech comprehension between the
different types of visual stimuli. The p-values are corrected for multiple comparisons
through a two-step Benjamini-Hochberg procedure to control the false discovery rate.

To examine the relationship between neural and behavioural audio-
visual gain, we conducted a repeated-measures Pearson correlation test
using the Pingouin package in Python (R., 2018). This test accounts for
inter-participant variability and provides both a correlation coefficient
and an associated p-value.

3. Results

3.1. Behavioural experiment

We first investigated the results of the behavioural experiment,
which are shown in Fig. 2. We found that all three visual stimuli that
were derived from the face-like visual signals, namely the “Cartoon”,
“Edge” and ‘“Natural” type, significantly improved comprehension of
the GRID sentences when compared to the comprehension of the audio
signal alone (Table 2, two-tailed, one-sample t-test, FDR correction for
multiple comparisons). On the other hand, neither the “Animated disk”
nor the “Mismatched disk” type resulted in a significant speech-in-noise
benefit.

To assess differences between conditions, we performed a repeated-
measures ANOVA with condition as a within-subject factor, which
showed a significant main effect of visual stimulus type on comprehen-
sion (F(4,72) = 93.22, p < 0.001). Post-hoc two-tailed, paired-samples
t-tests (FDR-corrected) revealed significant differences between almost
all pairs of visual stimuli, aside from the comparison between the
“Animated disk” and the “Mismatched disk” type (Table 3, two-tailed,
paired samples t-test, FDR correction for multiple comparisons). In
particular, speech comprehension increased significantly for the “Car-
toon” type as compared to the simple disk-based stimuli, increased
further for the “Edge” type, and was higher yet for the natural talking
face recording. These results demonstrate that speech comprehension
increased monotonically with the visual signal’s level of naturalness,
reflecting a graded benefit from simplified representations of facial
structure to fully natural facial cues.
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Fig. 2. Outcomes of the behavioural experiment. We measured the subjects’
ability to identify words in noise using sentences from the GRID corpus (Cooke
et al., 2006). The behavioural audiovisual gain was formed by comparing the
comprehension scores in the audiovisual stimulation conditions to those in
the audio-only stimulation condition. The results show a larger behavioural
audiovisual gain for visual stimuli which appear more natural, whilst the
simple geometric signals provide no audiovisual benefit.

3.2. EEG encoding models for the disk conditions

To investigate how neural activity tracks the speech envelope for
the disk-based visual stimuli, we computed temporal response functions
(TRFs) from EEG recordings in both the delta (1-4 Hz) and theta
(4-8 Hz) frequency bands. The stimulus conditions included an audio-
only condition, as well as an audio-visual condition in which the
visual stimulus was a dynamically changing disk whose radius was
proportional to the speech envelope (the “Animated disk” condition).
There was also a “Mismatched disk” condition, in which the radius
of the disk corresponded to a different auditory stimulus than the one
actually presented to the participant.

For each of the audio-only and the “Animated disk” conditions,
TRFs were estimated by relating the band-passed EEG signals to the
amplitude envelope of the speech that the participants listened to.
Similarly, for the visual-only condition, TRFs were estimated to relate
the EEG signals to the speech envelope that was driving the disk anima-
tions. For the “Mismatched disk”, which served as a control condition,
the speech that the participants listened to was different to the speech
which drove the visual signal. Accordingly, two TRFs were estimated in
this condition: an “auditory TRF”, which related the EEG signals to the
amplitude envelope of the speech to which the participants listened;
and a “visual TRE”, which related the EEG signals to the amplitude
envelope which was driving the disk animation. Comparisons were
subsequently made between the audio-only TRF and the auditory TRF
derived from the “Mismatched disk” condition; the visual-only TRF
and the visual TRF derived from the “Mismatched disk” condition; the
“Animated disk” TRF and the additive sum of the two TRFs derived
from the “Mismatched disk” condition. These comparisons serve to
highlight any differences between differential and integrated responses
to congruent and incongruent stimuli. Differences between TRFs were
tested for statistical significance via permutation-based cluster tests.
The outcomes of these analyses for the delta- and theta bands are
presented in Figs. 3 and 4, respectively.

First, to assess the influence of the incongruent visual signal on
auditory envelope tracking, we assessed the difference between the
audio-only TRFs and the auditory TRFs in the “Mismatched Disk”
condition. Despite the presence of mismatched visual signals in the
latter stimulus, we found no significant difference between these TRFs,
neither in the delta nor in the theta band (permutation-based cluster
tests. The p-values were Bonferroni-corrected for multiple comparisons.
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Delta-band: p = 0.6462; cluster statistic = 38. Theta-band: p = 0.6606;
cluster statistic = 21).

However, the same comparison between the TRF for the visual-
only “Animated disk” condition and the visual TRF in the ‘“Mismatched
Disk” audiovisual condition did yield a significant difference in both
frequency bands (Delta-band: p = 0.0108; cluster statistic = 78. Theta-
band: p = 0.0162; cluster statistic = 41). Both TRFs as well as their
difference showed similar patterns and topographies, with the TRFs in
the visual-only condition having smaller amplitudes than those for the
audiovisual stimulus and being dominated by occipital channels. This
suggests that both TRFs reflect largely neural responses to the dynamic
changes in the visual stimuli, with larger responses occurring when only
the visual stimulus was presented unimodally.

We also compared the full audiovisual TRF in the “Animated Disk”
condition to an additive model formed from the auditory and visual
TRFs from the “Mismatched Disk” condition. We found no signifi-
cant differences in either frequency band (permutation-based cluster
tests. The p-values were Bonferroni-corrected for multiple comparisons.
Delta-band: p = 1.0; cluster statistic = 20. Theta-band: p = 1.0; cluster
statistic = 12). This suggests that the TRFs in the audiovisual “Animated
disk” condition can be approximated by the linear superposition of the
auditory and visual TRFs of the “Mismatched Disk” stimulus.

3.3. EEG encoding models for the face-like conditions

We also computed delta-band (1-4 Hz) and theta-band (4-8 Hz)
TRFs for the three face-like visual conditions: The “Natural” signal,
which consisted of the original recording of the talker; the “Edge”
signal, consisting of a low-texture, edge-filtered version of the natural
signal; and an even more heavily simplified “Cartoon” signal which was
devoid of texture and comprised only simplified, key facial structures.

As in Section 3.2, TRFs were estimated to relate the acoustic am-
plitude envelope to EEG measurements obtained under audio-only
stimulation. The envelopes of the auditory speech were also related to
the EEG measurements obtained under audiovisual stimulation (note
that all audiovisual conditions were congruent for the face-like vi-
sual signals). For the visual-only conditions, the acoustic amplitude
envelopes of the speech (which was seen, but not heard) were related
to the EEG measurements. Statistical comparisons were made between
the audiovisual TRFs and the audio-only TRFs via permutation-based
cluster tests, as shown in Figs. 5 and 6 for the delta- and theta bands,
respectively. The lack of correspondence between the visual-only TRFs
and the “difference TRFs” (obtained by subtracting the audio-only TRFs
from the audiovisual TRFs) can be visually assessed in these figures.

For the delta-band TRFs (Fig. 5), we observed that the AV TRFs
from all three face-like conditions were highly similar to the audio-only
TRFs. This motivated us to look at AV-A “difference TRFs”, to see if we
could identify any differences between the audiovisual and audio-only
responses. We assessed the difference TRFs for statistical significance
using permutation based cluster tests, which returned a positive result
for the “Natural” condition only (p = 0.0018, cluster statistic = 87; p-
value Bonferroni-corrected for multiple comparisons). This cluster test
highlighted a prominent cluster near a latency of 180 ms. Unlike for
the “Animated disk” condition, the difference TRFs did not resemble
the visual-only TRFs, which exhibited markedly different morphologies
and predominantly occipital scalp topographies.

For the theta-band TRFs (Fig. 6), we again observed that the au-
diovisual TRFs resembled the audio-only TRFs. As with the delta-band
TRFs, we analysed the AV — A difference TRFs to see if there was a
difference between the theta-band TRFs during audio-visual and audio-
only stimulation. The only significant AV — A difference TRF was
obtained in the “Cartoon” condition (permutation-based cluster test;
p = 0.0252; cluster statistic = 37; p-value Bonferroni corrected for mul-
tiple comparisons). None of the visual-only TRFs exhibited statistical
significance in the theta band after Bonferroni-correction for multiple



E. Varano et al.

Audio only

0.14s 0.32s

©

Activity [nu.]

Disk (V)
0.185 0.34s

Neurolmage 325 (2026) 121654

Disk (AV)

0.48s 0.16s 0.32s

Mismatch disk audio (AV)
O.Gs

0.3s

Activity [nu.]

MM disk audio (AV) — Audio only
: 0.2s
5 4 <

1_

Activity [nu.]

Disk (V) — MM disk video (AV))

Disk (AV) — Mismatch disk (A+V)

—2 e —————— it
-1.0 —6.5 OjO 0j5 1j0 1j5 -1.0 —6.5
Time [s]

0.0

Time [s]

1.0 0.0 0.5

Time [s]

0.5 1.5 -1.0 -05

Fig. 3. Delta-band (1-4 Hz) temporal response functions (TRFs) for the “Audio-only”, “Animated Disk”, and “Mismatched Disk” conditions. Top row (left to right):
TRFs for the audio-only condition; the visual-only “Animated Disk” condition; and the full audiovisual “Animated Disk” condition. Middle row (left to right):
auditory TRF for the “Mismatched Disk” audiovisual condition; visual TRF for this stimulus; and the additive TRF formed by summing these partial unimodal
responses. Bottom row: Pairwise difference TRFs, obtained by subtracting each middle-row TRF from its corresponding top-row TRF. Global field potentials (GFPs)
are depicted in black. The TRFs were averaged over prominent peaks in the GFP profiles (indicated in grey) to obtain the inset scalp topographies. The temporal
extent of statistically significant spatio-temporal clusters is indicated by the region shaded in red. Any TRFs which did not achieve statistical significance are

illustrated with greyed colours. The TRFs are given in normalised units (nu.).

comparisons; only the “Cartoon” condition yielded a significant pre-
Bonferroni p-value (permutation-based cluster test; p = 0.0134; cluster
statistic = 30).

We wondered if the statistically significant AV — A TRF for the
“Cartoon” condition could be explained by the visual-only TRF (i.e.,
whether an additive model formed from TRFs obtained under uni-
modal stimulation could better fit the data). If not, these results would
suggest an effect of audio-visual integration. We therefore performed
another statistical test on the difference between the visual-only TRF,
and the AV — A difference TRF. We found no significant difference
(permutation-based cluster test; p = 0.190; cluster statistic = 17).

3.4. Neural correlate of behavioural audiovisual speech enhancement

In Section 3.1, we demonstrated that behavioural speech-in-noise
comprehension was systematically modulated by varying the visual
stimuli from the most simple signals (the animated disk, followed
by the simplified moving faces) to the natural facial recordings. In
Section 3.3 we found an enhancement in the neural response to au-
diovisual speech in the “Natural” condition relative to the audio-only
condition. We wondered whether this measure of neural audiovisual
gain, which occurred at a latency of around 180 ms relative to the
stimulus presentation, was linked to the behavioural performance of
the participants.

To this end, we computed a measure of neural audiovisual gain from
the AV — A difference TRFs across the latencies from 120-240 ms.
This range of latencies was based on the broad temporal extent of
the significant cluster in the “Natural” difference TRF. This measure,
which we refer to as the neural audiovisual gain G""* and which is

defined by Eq. (5), was obtained as the difference between activities at
temporal and central electrode sites, since these two locations reflect
opposite polarities in the scalp distribution of the auditory response.
This pattern is consistent with the topographical pattern of auditory
cortical activation observed in this study and previous literature, and
captures the magnitude of the response gain.

We compared our neural measure G;f}““‘l to the behavioural results
Ggf,h for each participant (Fig. 7). We observed a strong correlation be-
tween the neural and behavioural audiovisual gain (repeated-measures
correlation test: Pearson’s R = 0.59; 56 degrees of freedom; p = 1.08 x
107%). Since the “Mismatched disk” condition served as an artificial
control condition, we left it out of the analysis when we computed these
results. However, if these measurements are included, the result re-
mains highly significant (repeated-measures correlation test: Pearson’s
R =0.51; 75 degrees of freedom; p = 1.80 x 107%).

4. Discussion
4.1. Summary

In this study, we used a range of visual stimuli that varied system-
atically in fine structural detail to investigate how visual signal quality
influences audiovisual speech-in-noise comprehension and its neural
correlates. Although a simple visual analogue of the speech temporal
envelope did not enhance comprehension, natural and simplified face-
like visual signals did, and the size of this AV enhancement was related
to the degree to which the visual signal resembled a natural talking
face. By quantifying how neural envelope tracking is enhanced in the
delta band during AV speech perception, we were able to develop a
neural marker of audiovisual integration which was highly correlated
with behavioural outcomes.
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Fig. 4. Theta-band (4-8 Hz) temporal response functions (TRFs) for the “Audio-only”, “Animated Disk”, and “Mismatched Disk” conditions. Top row (left to right):
TRFs for the audio-only condition; the visual-only “Animated Disk” condition; and the full audiovisual “Animated Disk” condition. Middle row (left to right):
auditory TRF for the “Mismatched Disk” audiovisual condition; visual TRF for this stimulus; and the additive TRF formed by summing these partial unimodal
responses. Bottom row: Pairwise difference TRFs, obtained by subtracting each middle-row TRF from its corresponding top-row TRF. Global field potentials (GFPs)
are depicted in black. The TRFs were averaged over prominent peaks in the GFP profiles (indicated in grey) to obtain the inset scalp topographies. The temporal
extent of statistically significant spatio-temporal clusters is indicated by the region shaded in red. Any TRFs which did not achieve statistical significance are

illustrated with greyed colours. The TRFs are given in normalised units (nu.).

4.2. Behaviourally-measured benefits associated with simplified facial sig-
nals

Even the highly simplified “Cartoon” stimulus — constructed from
facial landmarks extracted via automated tracking — yielded a mod-
est but reliable audiovisual benefit. This signal preserved a clear lip
contour, likely providing salient temporal cues and coarse place-of-
articulation information, particularly for bilabial phonemes—both of
which are thought to enable AV speech-in-noise benefit (Peelle and
Sommers, 2015). Despite lacking texture, the Cartoon signal demon-
strated robust expression, maintaining a coherent global facial configu-
ration that included simplified facial structures (such as the eyebrows,
as can be observed in Fig. 1). These configural elements may have
contributed to the observed AV benefit, consistent with previous find-
ings that global facial structure supports AV speech perception in
noise (Rosenblum et al., 2000).

The “Edge” condition produced a significantly higher AV benefit
than the “Cartoon” condition. This enhancement may be attributed to
the availability of additional articulatory cues, such as partial visibility
of tongue movements and internal mouth structures, which promote
clearer distinctions in place-of-articulation. Additionally, the natural
edges — which were not formed by linking facial landmarks, as was
the case in the Cartoon condition — and the presence of less prominent
facial contours may have improved configural processing, allowing for
a more coherent percept of the moving face as a whole.

The greatest behavioural benefit was observed for the fully natural
facial videos. These stimuli conveyed the richest set of visual cues: the
tongue and teeth were visible with natural fidelity, and expressive facial
structures which are primarily delineated through surface-level features
were perceivable. Notably, the cheeks — identified in previous studies

as important visual landmarks (Rosenblum et al., 1996) — are defined
primarily by luminance gradients, which were absent in both the
“Cartoon” and “Edge” conditions. This raises an important question:
could a shaded, landmark-based cartoon that includes visible cheek
structures and internal oral articulators (e.g., tongue, teeth) facilitate an
AV benefit that is close to that of natural moving faces? Such questions
are not only theoretically interesting but practically relevant. As aug-
mented/virtual reality technologies and virtual avatars become more
integrated into communication environments, understanding which vi-
sual features are critical for supporting speech perception could help
guide the design of effective visual hearing aids or expressive virtual
agents.

One limitation of using relatively naturalistic facial stimuli is that
it becomes difficult to isolate which specific features are responsible
for driving improvements in AV benefit. Ablation-style approaches
such as that of Rosenblum et al. (1996), in which individual features
are systematically removed or introduced in isolation, may offer a
path forward in identifying the visual components most essential for
audiovisual speech integration, and are increasingly more convenient
to conduct thanks to advances in digital image processing technology.

4.3. Behavioural findings for the animated disk conditions

In contrast to the facial signals, the simplest visual signals, namely
the “Animated disk” and the “Mismatched disk”, did not elicit any
measurable behavioural benefit. While the “Mismatched disk” served
as a control condition, the lack of effect for the “Animated disk”
adds to the existing literature which reports mixed results regard-
ing speech comprehension improvements when visualising the speech
envelope (Benz et al., 2025b; Summerfield, 1979; Yuan et al., 2020).
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Fig. 5. Delta-band (1-4 Hz) temporal response functions (TRFs) for face-like audiovisual and visual-only conditions. The first column displays the TRFs obtained
under audiovisual stimulation. The second column depicts the differences between the audiovisual TRFs and the audio-only TRFs, and the third displays the TRFs
obtained under visual-only stimulation. Global field potentials (GFPs) are depicted in black. The TRFs were averaged over prominent peaks in the GFP profiles
(indicated in grey) to obtain the inset scalp topographies. The temporal extent of statistically-significant clusters is indicated by the red shaded region. Any TRFs
which did not achieve statistical significance are illustrated with greyed colours. The TRFs are given in normalised units (nu.).

Previous studies by Yuan and colleagues have reported modest AV
benefits from abstract visualisations of the speech envelope (extracted
via the Hilbert transform of the broadband speech signal), such as
coloured oscillating spheres (Yuan et al., 2020, 2021b,a). Notably,
these effects were small and highly sensitive to specific parameters,
including the signal-to-noise ratio (SNR) of the auditory speech and
the modulation depth of the visual signal. Curiously, in one study,
a benefit emerged only when the radius of the disk was negatively
correlated with the speech envelope (Yuan et al., 2020). On the one
hand, this result appears hard to reconcile with the subsequent studies
which employed a congruent oscillating sphere to elicit a behavioural
benefit; on the other, the authors argued that perhaps the auditory-
visual system might not prefer a particular direction of correlation,
since the temporal dynamics of the speech envelope are encoded in the
visual stimulus either way. Our results neither contradict nor affirm
those of Yuan et al. due to the subtlety of their reported effect size,
and the differences between their coloured sphere signal and our solid
animated disk. Indeed, one key difference between the two approaches
is that the “Animated Disk” produced strong brightness fluctuations,
which — in a worst-case scenario — could even have been distracting
to the participants.

Yuan et al. treated the Hilbert envelope of broadband speech as
a proxy for mouth motion. While this approximation holds to some
extent, it is important to point out its shortfalls. Particularly, the ampli-
tude envelope is a feature of the acoustic signal that contains speech,
and as such contains noise which is irrelevant for speech processing;
particularly when it is compared to features of visual speech which are
actually available in the visual modality. In fact, more accurate visual
correlates of articulatory dynamics are available. For instance, the
speech envelope filtered within specific spectral bands — particularly
near the first or second-to-third formants — has been shown to better
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predict mouth opening area (Chandrasekaran et al., 2009; Grant and
Seitz, 2000). Alternatively, the mouth opening area itself could be
used as the modulating signal for a simplified visual stimulus. Recent
MEG findings (Bourguignon et al., 2019; Benz et al., 2025a) employing
visual-only speech suggest that neural activity in visual regions more
closely tracks the area of mouth opening than the acoustic amplitude
envelope (although the opposite result is reported for auditory cortex).
Accordingly, a highly abstract stimulus such as our “Animated Disk”,
but based on the dynamics of the mouth-opening area instead of the
envelope, could have been investigated as well.

As an alternative view to that of Yuan et al. visual motion could
entrain neural oscillations which in turn modulate auditory excitabil-
ity (Hickok and Poeppel, 2007; Park et al., 2016; Schroeder et al.,
2008). In this case, the visual stimulus would be required to possess
the correct rhythmicity so as to entrain oscillations at the correct phase
to enhance auditory processing. However, if entrainment depends on
the natural timing of articulatory gestures — such as mouth openings
or syllable boundaries — then a stimulus driven by an abstract signal
like the broadband envelope may lack the temporal specificity needed
to optimise phase alignment. The absent behavioural benefit of the
animated disk might then reflect its failure to provide sufficiently
naturalistic or behaviourally relevant visual timing cues.

As a final remark on the design of the “Animated Disk” visual
signal, we point out the considerable conceptual and perceptual gap
between the isolated moving lips used in early work (Summerfield,
1979) and the abstract, envelope-driven stimuli explored in that same
study and in more recent work by Yuan and colleagues and Benz et al.
(2025b). Although results of our study, as well as the work of Benz
et al. and Sommerfield, raise doubts over the potential for such highly
abstract, envelope-driven stimuli to facilitate an AV benefit, one can
imagine a broad design space of stimuli that occupy the middle ground
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Fig. 6. Theta-band (4-8 Hz) temporal response functions (TRFs) for face-like audiovisual and visual-only conditions. The first column displays the TRFs obtained
under audiovisual stimulation. The second column depicts the differences between the audiovisual TRFs and the audio-only TRFs, and the third displays the TRFs
obtained under visual-only stimulation. Global field potentials (GFPs) are depicted in black. The TRFs were averaged over prominent peaks in the GFP profiles
(indicated in grey) to obtain the inset scalp topographies. The temporal extent of statistically-significant clusters is indicated by the red shaded region. Any TRFs
which did not achieve statistical significance are illustrated with greyed colours. The TRFs are given in normalised units (nu.).
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during the behavioural experiment. A, Scatter plot of behavioural audiovisual gain against neural audiovisual gain. Each dot represents a pair of neural and
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two variables (neural and behavioural audiovisual gain) is represented by the black dashed line. The neural gain was computed from the difference TRFs across
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activity as our neural measure, which is given in normalised units (nu.). B, Scalp topographies of the AV — A TRFs between 120-240 ms for each visual condition.
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between fully natural facial motion and simple geometric motion.
Exploring this space could result in clarifications as to which visual
features are necessary and sufficient for producing an AV benefit.
For instance, ellipses whose major and minor axes track the vertical
and horizontal lip aperture (i.e., inter-lip distance and mouth corner
spread); stylised mouths constructed from simple elements (e.g. lines or
curves) that dynamically reflect lip motion; or simplified cartoon faces
with parametrically controlled visibility of internal articulators such as
the tongue or teeth.

4.4. Neural encoding analysis: animated disks

We computed TRFs in the delta and theta bands to examine how
auditory and visual envelope information was encoded in cortical re-
sponses during the EEG experiment. Specifically, we sought to quantify
differences in neural envelope tracking across conditions using an
approach based on Crosse et al. (2016b), in which full audiovisual TRFs
are compared to a linear summation of auditory and visual responses.

For the disk conditions, we constructed such an additive model
by summing the partial auditory and visual TRFs obtained from the
incongruent “Mismatched Disk” condition. The resulting model was not
statistically different from the full audiovisual TRF obtained from the
“Animated Disk” condition. Within the framework proposed by Crosse
et al. (2016b), this lack of difference suggests an absence of audio-
visual integration in these conditions—at least in terms of delta- and
theta-band neural tracking of the speech envelope.

The use of the partial auditory and visual TRFs from the “Mis-
matched Disk” condition to form our additive model is a notable
departure from the approach of Crosse et al. (2016b), who instead
used truly unimodal stimulation to estimate isolated auditory and
visual components of the response. Whilst there was no statistical
difference between the auditory-only TRF and the partial auditory
TRF of the “Mismatched Disk” condition — reflecting no impact of
an irrelevant visual stimulus on neural envelope tracking within these
frequency bands — there was a large difference in magnitude between
the visual-only “Animated Disk” TRFs and the partial visual TRFs of
the “Mismatched Disk” condition. This could suggest the influence of
visual attention, which is well-known to modulate visual responses such
as the steady-state visually-evoked potential (SSVEP) (Joo. Kim et al.,
2006; Morgan et al., 1996). As for why the face-like visual stimuli did
not produce similar TRFs to the disks during visual-only stimulation, it
is possible that the SSVEP-like response was a product of the strong
brightness fluctuations induced by the filled white circle oscillating
against a dark background; by contrast, the brightness of the facial
visual signals was much more stable over time.

4.5. Neural encoding analysis: facial signals

For the face-like visual stimuli, the audio-only and audiovisual TRFs
were highly similar. Meanwhile, in the delta band, the visual-only
TRFs differed markedly from the audiovisual TRFs in both latency
and scalp topography. These observations suggest that the additive
modelling framework of Crosse et al. (2016b) was not well-suited
to our data. The reason for this discrepancy remains unclear: both
studies used high-quality facial recordings featuring trained speakers
with clear articulation. Moreover, behavioural results in both cases
confirmed that participants made use of the visual information—most
notably, our “Natural” condition yielded strong audiovisual benefits in
comprehension.

While Crosse et al. (2016b) reported that audiovisual enhancement
compared to an additive model tracked behavioural benefit, we found
something quite different: in our study, the absence of visual com-
ponents in the full audiovisual TRFs coincided with the presence of
behavioural AV gain, with the natural audiovisual TRF exhibiting a
significant, auditory enhancement over only the audio-only TRF. This
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raises important questions about how integration manifests neurally—
whether through super-additive enhancement over summed unisensory
components, or through a different mechanism that suppresses (or at
least does not require) visual envelope processing in the delta band.
The approach of Crosse et al. (2016b) could be reconciled with our
findings if their visual stimuli contained features that continued to
elicit visual envelope responses even under audiovisual stimulation,
while the neural integration itself manifested primarily as an auditory
enhancement. Potentially, subtle variations in stimulus properties could
give rise to such differences. For example, our facial recordings were
more tightly cropped on the speaker’s face and did not include visible
articulatory hand gestures, which could influence the prominence of
visual envelope tracking. Testing such hypotheses might be feasible
through experiments that employ a wider range of audiovisual stimuli.

Indeed, a limitation of the use of naturalistic AV stories is the
reduced control over the stimuli, complicating comparisons between
different studies. The use of a single talker, which is common practice
in neural speech tracking studies, also leaves open the question of
generalisability to other talkers.

In the delta band, the AV-A difference TRF revealed a significant
enhancement at a latency of approximately 180 ms for the “Natural”
condition. The “Edge” condition also showed a similar trend, although
it did not reach significance. This does align with the finding of Crosse
et al. (2016b) that delta-band neural envelope tracking is a key marker
of audiovisual integration, and is consistent with the perspective out-
lined by Bourguignon et al. (2019) that early visual processing of
speech facilitates an enhanced neural representation of the speech en-
velope in the auditory cortex. Since the delta band has been associated
with word-level processing and higher-level cognitive function (Weiss-
bart et al., 2020; Broderick et al., 2018; Etard and Reichenbach, 2019),
this result provides evidence for an aspect of audiovisual integration
that occurs at a higher level of auditory cognition.

Although the visual-only TRFs did not reach statistical significance
in the theta band, they exhibited occipitally-dominant topographies
which are suggestive of visual-driven responses. It is plausible that
with a larger sample size, these visual-only TRFs would have reached
significance. In such a case, an additive model might have provided a
more appropriate baseline for assessing audiovisual integration effects
in the theta band. Certainly in the “Cartoon” condition, the significant
and visually-dominant AV-A difference TRF supports this view. But
what would drive such a strong visual response in the theta band during
audiovisual stimulation in the “Cartoon” condition? The limited sample
size makes it difficult to answer this; one tentative suggestion could be
that, due to their lack of texture, the “Edge” videos and in particular
the “Cartoon” videos exhibit stronger local luminance contrasts near
the bright edges presented on a dark background, which could drive
a visual contrast response (i.e. an SSVEP) (Gardner et al., 2005). Our
finding that this was only observable in the theta frequency band might
be explained by the fact that facial dynamics such as the area of mouth
opening are more highly correlated with the speech envelope in this
frequency band (Chandrasekaran et al., 2009).

Beyond the speech envelope, future studies could explore alter-
native features that fall within the delta and theta frequency bands,
the encoding of which may be more directly relevant to AV speech
integration. For example, in a comparable study of audio-tactile speech
integration, Guilleminot and Reichenbach (2022) demonstrated that
tactile pulses aligned with the perceptual centres of syllables were
shown to improve speech comprehension. Presumably, one could also
use such a feature to more directly estimate the neural encoding of
such events, rather than relying on an indirect proxy such as the theta-
band speech envelope. Similarly, word-level features such as onsets,
lexical frequency, and surprisal — already shown to modulate audi-
tory neural tracking in continuous speech paradigms (Weissbart et al.,
2020) — may also play a role in AV integration and warrant further
investigation.
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4.6. A neural correlate of behaviour

In the delta band, we observed a significant enhancement of the
audiovisual TRF compared to the audio-only TRF for the “Natural”
condition. The effect occurred at latencies of around 180 ms, and
was particularly prominent in central and temporal areas. We note
here that this latency is compatible with the findings of Crosse et al.
(2016b), who found a slightly earlier gain (around 100 ms) in noise-
free conditions, and a slightly later gain (around 230 ms) in extremely
challenging levels of background noise. Additionally, their neural gain
was also particularly prominant in the delta frequency band.

The neural enhancement that we observed exhibited a typical
auditory-like topography, likely reflecting audiovisual integration
within the auditory cortex. While the AV — A topographies for the
other, simplified face-like visual signals exhibited similar patterns, the
effects were weaker. Future work will establish whether significant
effects can be observed for these visual signals when a larger cohort
of participants is recruited. Nonetheless, the stability of the topogra-
phies across the visual conditions led us to investigate whether the
identified audiovisual enhancement in neural activity was related to
the behavioural audiovisual gain. To this end, we developed a measure
of neural audiovisual gain based on the AV — A difference TRFs in the
delta band, which was subsequently correlated against the behavioural
audiovisual gain using repeated measures correlation. We found a
highly significant correlation between the proposed neural measure and
behaviour (p = 0.0008; R = 0.52).

When relating behaviour to electrophysiology, we worked across
data from two separate experiments. Indeed, to obtain high-accuracy
measurements of speech-in-noise comprehension, the latter was de-
termined by presenting subjects with a range of single, semantically
unpredictable sentences. However, because this audio material was
too short to provide reliable quantification of neural speech tracking,
the EEG recordings utilised longer narratives of audiovisual speech.
We recently employed this type of dual measurement design for dis-
entangling the contribution of the delta and theta frequency band to
clarity and comprehension during speech-in-noise listening (Etard and
Reichenbach, 2019).

Despite the advantages of high accuracies in the individual mea-
surements, this approach meant that the continuous speech segments
used for the EEG recordings were semantically predictable, which may
have caused slightly higher levels of comprehension than the semanti-
cally unpredictable sentences employed for the behavioural assessment.
However, since this effect is expected to affect all the speech narratives
and all subjects equally, we do not expect this to alter the observed
relation between behaviour and neural speech tracking.

4.7. Conclusion

This study shows that facial structural detail in visual speech mod-
ulates both behavioural and neural indices of audiovisual speech in-
tegration. While abstract envelope-based animations failed to enhance
comprehension, even highly simplified facial signals yielded measur-
able benefits, suggesting that visual speech needs to retain some re-
semblance to natural articulation to support understanding in noise. At
the neural level, audiovisual integration manifested not through super-
additive sensory responses but as enhanced auditory encoding in the
delta band, with visual tracking of the speech envelope suppressed
in both the delta and theta bands. In the delta band, this effect was
behaviourally predictive, providing a highly significant neural marker
of audiovisual benefit. Overall, our results support the view that AV
speech integration enhances auditory cortical encoding of word-rate
dynamics, and that this enhancement scales with the visual signal’s
fidelity to natural facial speech.
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